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Abstract

Surveys are an essential approach for eliciting otherwise invisible factors such as perceptions, knowledge
and beliefs, attitudes, and reasoning. These factors are critical determinants of social, economic, and
political outcomes. Surveys are not merely a research tool. They are also not only a way of collecting
data. Instead, they involve creating the process that will generate the data. This allows the researcher
to create their own identifying and controlled variation. Thanks to the rise of mobile technologies and
platforms, surveys offer valuable opportunities to study either broadly representative samples or focus
on specific groups. This paper offers guidance on the complete survey process, from the design of the
questions and experiments to the recruitment of respondents and the collection of data to the analysis
of survey responses. It covers issues related to the sampling process, selection and attrition, attention
and carelessness, survey question design and measurement, response biases, and survey experiments.

1 Introduction

Surveys are an invaluable research method. Historically, they have been used to measure important variables,
such as unemployment, income, or family composition. Today, there often is high-quality administrative or
other big data that we can use for this purpose. However, some things remain invisible in non-survey
data: perceptions, knowledge and beliefs, attitudes, and reasoning. These invisible elements are critical
determinants of social, economic, and political outcomes.

As economists, we typically tend to prefer “revealed preference” approaches, which involve inferring
unobserved components from observed behavior and constraints. These methods are useful and suitable for a
wide range of questions. However, when it comes to measuring and identifying the above-mentioned invisible
factors, there are many challenges. One could, in principle, specify a complete structural model of beliefs
or other invisible factors and use observational or quasi-experimental data on some behaviors to estimate
these underlying factors. However, this requires many assumptions and identifying variations that may be
absent in the data. For instance, suppose you wanted to measure people’s beliefs about whether a carbon
tax would reduce car emissions or whether trade policy will lead to adverse distributional consequences.
You would likely have difficulty finding behaviors that allow you to identify these perceptions. There are
plenty of other examples of perceptions, beliefs, attitudes, or reasonings that profoundly shape our views on
policy and social issues but that we do not necessarily “reveal” with our microeconomic, observed behavior.
Surveys are an essential approach for eliciting these intangibles more directly.

Surveys are not merely a research “tool” – they are part of a unique and distinct research process.
Furthermore, surveys are not only a way of “collecting data.” Unlike when using observational data, you
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are the one creating the process that will generate the data. You can therefore create your own controlled
and identifying variation. This process presents many opportunities as well as many challenges. Your survey
design is an integral part of your research process.

Thanks to the rise of mobile technologies and platforms, online surveys offer valuable opportunities to
study either broadly representative samples or focus on specific groups. They are flexible and customizable
and can be made appealing and interactive for respondents. They allow researchers to conduct large-scale
investigations quickly –sometimes in real time–and explore new questions. They are indeed a way to engage
with people and get a glimpse of their mental processes.

In order to use surveys for economic research in a fruitful way, there are, however, important issues to
take into account. This paper provides a practical and complete guide to the whole survey process, from
the design of the questions and experiments to the collection of data and recruitment of respondents to the
analysis of the survey responses. The goal is to give researchers from many fields and areas practical guidance
on leveraging surveys to collect new and valuable data and answer original questions that are challenging to
answer with other methods. The examples used in the paper come from a wide range of fields–a testimony
of the extensive use of survey methods. Although the paper focuses on written surveys, specifically online
ones, many of the concepts and tips apply to surveys more broadly, regardless of the mode.

The paper is organized as follows. Section 2 describes the sampling process and recruiting of respondents.
It also discusses how to deal with selection and differential attrition. Section 3 presents methods to foster
the attention of respondents and minimize careless answers, as well as methods to screen for inattentive
respondents or careless answer patterns. Section 4 dives into the design of survey questions. It covers topics
such as general best practices, open-ended questions, closed-ended questions, visual design, measurement
issues, monetary incentives and real-stakes questions, and the ordering of questions. Section 5 addresses
common biases that threaten the validity of surveys, such as order biases, acquiescence bias, social desirability
bias, and experimenter demand effects. Section 6 offers guidance on conducting different types of survey
experiments. The Appendix contains useful supplementary materials, including reviews of many papers
relevant to each section.

2 Sample

2.1 Types of samples

The first question is what kind of sample you need for your research question. A nationally representative
sample can be valuable in many settings, while a more targeted sample, e.g., one obtained by oversampling
minorities, specific age groups, restricting to employees or job seekers, etc., may be more appropriate in
others.1 A useful notion is “sampling for range” (Small, 2009), i.e., the idea that your sample should be
intentionally diverse in terms of conceptually important variables. Appendix A-1.1 reviews different sampling
methods.
There are different types of survey channels you could use to build your sample:

i) Nationally representative panels. In the US, examples include the Knowledge panel,2 NORC’s
AmeriSpeak3 and the Understanding America Study.4

ii) Commercial survey companies which use quota sampled panels, such as Qualtrics, Dynata, Bilendi,
and Prolific Academic.

iii) Commercial survey marketplaces (such as Lucid), which are very similar to commercial survey com-
panies but require more “in-house” and hands-on management of the survey process by the researcher.
I will discuss these at the same time as the survey companies.

iv) Convenience samples, which, as the name indicates, are sample populations that are “convenient”
for the researcher to access. Examples are university students or conference participants.

1Surveys can also be done for firms, instead of individuals or households, as in Link et al. (2022) and Weber et al. (2022).
2https://www.ipsos.com/en-us/solutions/public-affairs/knowledgepanel
3https://amerispeak.norc.org/us/en/amerispeak/about-amerispeak/overview.html
4https://uasdata.usc.edu/index.php
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v) Online work platforms like Amazon’s Mechanical Turk (MTurk), which are in between convenience
samples and quota sampled panels, given the large pool of respondents.

vi) Targeted groups from specific pools, such as experts, employees at a firm, economists, etc.

vii) Government or institutions’ surveys, e.g., surveys run by Statistics Denmark for matching tax data
with survey data, or the Survey of Consumer Expectations.

These survey channels differ in the control they give you over the recruiting process of your respon-
dents. Therefore, the advice below tries to distinguish between the cases where you do a survey “in-house,”
with complete control over your process, versus using a platform with a given process in place. Appendix
A-1.2 provides information pooled from several survey companies’ documentation about their recruitment
processes, rewards, and pools of respondents.

Sometimes you may be able to use mixed-method surveys to reach different types of respondents (e.g.,
online plus phone survey or online plus door-to-door surveys). For instance, the Understanding America
Panel recruits panel members through address-based sampling with paper invitation letters. Individuals
who lack internet access are provided with a tablet and an internet connection, which increases the coverage
rate of this panel. While mixed methods could introduce discrepancies between respondents who answer
through different modes, they could be particularly valuable if you are interested in surveying populations
that are less likely to be online, including segments of the population in developing countries. This paper’s
content and visual design issues also apply to mixed methods. However, there are specificities to consider if
the survey is over the phone or in person.

2.2 Survey errors and selection into online surveys

This section discusses how online survey respondents compare to the target populations, starting with a
review of survey errors.

Survey errors and threats to representativeness. Figure 1 illustrates the different stages, from the
target population to the final sample, and the errors that occur at each stage. The target population is your
population of interest, e.g., all adults 18-64 in the US. The sampling frame or pool of potential respondents
represents all the people in the population you can potentially sample and invite to the survey. One bias
occurs from coverage error, which is the difference between the potential pool of respondents and the target
population. For instance, in online surveys, you will not be able to sample people who are not online. The
planned or target sample is all the people you would ideally like to complete your survey. The difference
between the planned sample and the sampling frame is due to sampling error, i.e., the fact that you are
drawing only a sample from the full sampling frame. Different types of sampling are reviewed in Appendix
A-1.1. For instance, probability sampling will lead to random differences between your target sample and
the sampling frame. The actual sample or “set of respondents” represents the people who end up taking
your survey. Non-response error refers to the differences between the target sample and the actual sample.
This error can be due to the respondent not receiving or seeing the invitation, ignoring the invitation, or
following up on the invitation but refusing to participate. In general, it is difficult to distinguish between
these cases (not just in the case of survey companies). Most of the time, we know little about non-responders,
other than information embedded in the sampling frame. Sometimes we do have extra information (e.g.,
in consecutive waves of a longitudinal survey or from additional data, such as administrative records from
which the sample is selected).

We can further distinguish between unit non-response bias (the difference between respondents who start
the survey and those in the planned sample) and item non-response when respondents start the survey but
some answers are missing. A special case of item non-response is attrition, the phenomenon of respondents
dropping out of the study before completing it. In this case, all items past a specific question are missing.
Attrition induces a bias if it is differential, i.e., not random.5 There are ways to minimize non-response
bias and attrition bias ex-ante and ways to correct for them ex-post. Conditional on respondents seeing the

5In longitudinal surveys in which respondents are interviewed multiple times, selection into subsequent rounds is typically
called “attrition.”
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survey invitation, one can expect that a good design of the invitation and landing page, as explained in
Section 2.3, minimizes the selection of respondents based on the topic. These errors and biases will greatly
depend on the survey channels and methods used. Next, we discuss the typical case of commercial survey
companies.

Figure 1: From the target population to the actual sample

Selection in online surveys. What do we know about these survey errors in the case of commercial
survey companies and survey marketplaces? Appendix A-1.2 provides information on their recruiting chan-
nels, processes, and pools of respondents. The sampling frame is respondents who are in the panels of the
company. Table A-1 shows how these pools of respondents compare to the population of several countries
and two large survey companies. The sampling procedure is akin to quota sampling, which makes it difficult
to estimate the sampling error and identify the planned sample. Typically, survey companies can target
the invitations to background characteristics, and invitations are likely somewhat random, conditional on
observed characteristics (see Appendix A-1). When using survey companies, it is not easy to clearly differ-
entiate between sampling error and non-response error. Because it is difficult to track the respondents in
each of these stages, we can use the term selection bias to jointly denote the difference between respondents
who start the survey and those in the target population.

Online surveys have some key advantages in terms of selection, as compared to in-person, phone, or
mail surveys: (i) they give people the flexibility to complete the survey at their convenience, which reduces
selection based on who is free to answer during regular work hours or who opens the door or picks up the
phone; (ii) the convenience of mobile technologies may entice some people who would otherwise not want
to fill out questionnaires or answer questions on the phone to take surveys; (iii) they allow surveyors to
reach people that are otherwise hard to reach (e.g., younger respondents, those who often move residences,
respondents in remote or rural areas, etc.); (iv) they offer a variety of rewards for taking surveys, which can
appeal to a broader group of people (especially when done through survey platforms). Some rewards can
appeal to higher-income respondents as well (e.g., points for travel or hotels).6

6While different in their goal, which is typically measurement and provision of statistics, government surveys (done over the
phone, mail, or in-person, now with computer-assisted technology) also face selection problems. For instance, Census Bureau
(2019) lists hard-to-survey populations, some of which could be significantly easier to reach via online surveys or other types
of platforms, particularly people in physically hard-to-reach areas, dense urban areas, temporary situations (e.g., short-term
renters), or younger respondents, which still have mobile or internet access. Other target populations are likely challenging to
reach through any survey channel, such as people who are migrant and minorities, homeless, in disaster areas, institutionalized,
seafarers and fishers, nomadic and transitory, face language barriers, have disabilities preventing them from taking surveys, or
have limited connectivity. Some other key surveys also suffer from misrepresentation of some groups, sometimes in a way that
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Comparing online samples to nationally representative samples. We compare the characteristics of
samples from surveys using online commercial survey platforms to the characteristics of the target population
across various papers in Appendix A-1. Table 1 shows that, in the US, across many platforms, online samples
can offer a good representation of a broad spectrum of incomes ($25,000 - $100,000). However, like many
other survey methods, they are not suitable for reaching the tails of the income distribution (i.e., the very
poor or very rich). They tend to skew more educated, white (white and non-Hispanic respondents are
typically oversampled whereas Black respondents tend to be undersampled), and somewhat Democratic (at
the expense of both Republican and Independent-leaning respondents). Respondents from larger urban
areas and urban clusters tend to be overrepresented, whereas those from medium- and small-sized urban and
rural areas are often underrepresented. Some papers do use online platforms to successfully replicate studies
done on nationally representative or convenience samples (see Berinsky et al. (2012), Heen et al. (2020) and
Appendix A-1.3).

In other high-income countries, according to Table 1, the representativity of online samples looks relatively
consistent with that in the US. However, in developing or middle-income countries, online samples are not
nationally representative. Instead, they could be considered online representative because they represent
people who are well-connected to the internet and use mobile technologies.

Papers that match survey data to population-wide administrative data can also provide valuable infor-
mation on selection into online surveys. For example, a sample recruited by Statistics Denmark looks almost
identical to the target population (as in Hvidberg et al. (2021)).7

These comparisons between the samples and the target population rely, by necessity, on observable
variables. Non-probability sampling, such as the quota sampling performed by survey companies, carries
risks in terms of representativeness. Therefore, it is important to always critically assess your sample in light
of your survey method and topic before suggesting that your results generalize to the target population (see
Section 2.6).

2.3 Recruiting respondents

When using a more hands-on survey channel, you can directly control the content and format of the initial
email or invitation to respondents, the number and timing of reminders, and the rewards system. On the
contrary, commercial survey companies essentially handle the recruitment process (as explained in Appendix
A-1.2). Regardless of the survey channel used, you have complete control over your survey landing page
and your survey design. You can check existing papers (including the many referenced in this paper) for
examples of recruiting emails and survey landing pages. It is good practice to include screenshots of your
consent and landing page in your paper. If you are doing a more hands-on survey, you should also include
all recruitment materials.

2.3.1 The survey landing page

The initial recruitment email and landing page of your survey are critical. You need to increase your survey
engagement while avoiding selection based on your topic. Below are some general tips.

Reduce the perceived costs of taking the survey from the start by specifying the (ideally short) survey
length.

Use simple language and a friendly visual design. Make sure everything is easily readable (on mobile
devices, too), which signals to respondents that the rest of your survey will be clear and well-designed.

Do not reveal too much about the identity of the surveyor. There is a tradeoff between revealing
more about yourself and your institution and telling respondents just the bare minimum for them to feel
confident in taking the survey. Think about the difference between “We are a group of non-partisan academic

is quite different from online samples. For instance, Brehm (1993) shows that in the National Election Studies Survey and the
General Social Survey, young and elderly adults, male respondents, and high-income respondents are underrepresented, while
people with low education levels are over-represented.

7Other papers that have matched admin data to survey data and find good representativity include Karadja et al. (2017),
who use paper mail surveys, and Epper et al. (2020), who invite people through paper mail to take an online survey.
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researchers” versus “We are a group of faculty members from the Economics Department at Harvard and
Princeton.” On the one hand, revealing more may bias respondents’ perceptions of the survey based on their
perception of your institution (and its political leaning). On the other hand, it can provide legitimacy. Some
amount of information is often required by IRB, and these requirements can differ by institution. You can
ask respondents whether they perceive your institution and survey as biased at the end of the study.

Appear legitimate and trustworthy. (i) Think about the tradeoff between revealing more about your
identity and institution versus not. (ii) Provide contact information where respondents can express com-
plaints and issues or provide other feedback. Respondents need to be able to get in touch with you. (iii)
Provide information about how the data will be stored and used. IRB will often ask for specific language
and a link to their contact and information page. If surveys are conducted outside of the US, there will be
specific rules, such as the GDPR in the EU. (iv) Reassure respondents about complete anonymity and con-
fidentiality. Survey companies have rules and agreements for respondents, but it is always good to reiterate
that respondents are anonymous and their data is protected.

Provide limited information about the purpose of the study. Some information about the survey
is needed, but I would advise against revealing too much about the actual research topic to avoid selection.
For instance, “This is a survey for academic research” may be sufficient, and “This is a survey for academic
research in social sciences” is probably ok, too. “This is a survey for academic research on immigration,”
instead, will likely induce some selection based on the topic. You should never reveal the purpose or intent
of the study (“We are interested in how people misperceive immigrants” or “We are interested in how
information about immigrants can change people’s perceptions”).

Specify some possible benefits of the survey either for research and society more broadly or for the
respondent themselves (e.g., they may learn exciting things and may be able to express their opinion).

Warn against poor response quality. If appropriate for your audience, inform respondents that careless
answers may be flagged and their pay may be withheld. Note that in the case of commercial survey companies,
there are typically already explicit agreements between respondents and companies on the quality of the
survey responses.

There is some tradeoff between getting people interested in your topic and inducing selection bias because
of it. Survey companies tend to provide little information about the survey (see Appendix A-1.2). Selection
is a more serious issue in some settings than others, so you must assess based on your specific situation.
In surveys through commercial survey companies, I try to provide as little information as possible about
the topic on the consent page (and in the first few pages of the survey). Instead, I first try to collect basic
information on respondents, which will allow me to identify whether there is differential attrition or selection
based on the topic. Given the large potential pool of respondents, differential attrition and selection are
much greater concerns than getting enough sample size. However, in another survey done on a high-quality
sample with the help of Statistics Denmark (Hvidberg et al., 2021), we already have complete information
on anyone in the target population and can quickly check for selection. In this case, we worry less about
selection and maximizing engagement, since we are interested in getting a large enough and broad sample.
In such cases, the tradeoff is in favor of a more informative landing page.

2.3.2 Other elements of the recruiting process

There are additional elements of the recruitment process that you will have to address unless you hire a
survey company to do them for you.

Writing an invitation email. This can be personalized to the respondent and incorporate the tips about
the survey landing page discussed above.

Sending reminders. You must plan for and send reminder emails to respondents to encourage them to
take the survey.

Ensuring that your respondents are legitimate and verified. Survey companies have several layers
of verification in place (see Appendix A-1.2). Following the rise in bots, automatic survey-takers, and
fraudsters, you will need to (i) employ CAPTCHAs and more sophisticated tasks at the start of the survey,
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such as open-ended questions (for which you can check the content) or logical questions; (ii) not share the
link publicly and only distribute it through reliable channels; (iii) double down on the data quality checks
discussed in Section 3.

Managing incentives and rewards. While survey companies will do this for you, if you are running your
survey independently, you will need to set appropriate rewards and ensure you have a way to transfer rewards
to respondents. Note also that, typically, respondents that are part of survey panels are, by construction,
more likely to respond to surveys than those who have not signed up for surveys. If not using survey
companies or panels of respondents, you will need to work hard on recruitment and incentives.

Setting quotas. Although survey companies may do this for you, you can generally impose your quota
screening at the start of the survey. This involves asking respondents some screening questions and channeling
them out of the survey in case their quota is already full.

2.4 Managing the survey

When administering your survey, you need to carefully monitor the entire process to avoid issues you may
not have noticed during the design phase.

Soft-launch the survey. Before launching the full-scale survey, you should run a small-scale version or
“soft launch” of the complete survey. This is slightly different from the pre-testing and piloting discussed
in Section 4, which is about testing the content and questions. It is about figuring out whether there are
technical issues with your survey flow.

Monitor the survey. One advantage of online surveys is that you can monitor the data collection in
real-time and adapt to unforeseen circumstances. First, you must pay attention to dropout rates. If you
notice respondents dropping out at particular points, you may want to pause the survey and figure out the
problem. This will also help you flag potential technical issues you may have missed while testing. Similarly,
monitor your quotas. If one quota is filling up too fast, it will be challenging to fill the other groups later
on. Finally, regularly check the designated survey email inbox in case respondents have sent emails that flag
problems.

Check the data during the collection process. From the earliest responses, you should have a procedure
to start checking the validity of answers, tabulating answers, and spotting possible misunderstandings or
errors. Also, check that the data you are collecting is being recorded correctly.

2.5 Attrition

Reporting attrition. The level of attrition and its correlation with observable and unobservable charac-
teristics are important issues in a survey. It is good practice to report detailed statistics on attrition for
your survey, including i) your total attrition rate with a clear definition (for example, which respondents
count as “having started the survey” versus “completed” it? Do you count respondents who failed possible
attention checks? Who skipped the basic demographic questions?); ii) your attrition rate at key stages in
the survey, such as upon or after learning the topic of the survey, answering socioeconomic questions, seeing
an experimental treatment, etc.; and iii) correlations of attrition with respondent characteristics. To be able
to test for differential attrition, some background information on the respondent is needed. If there is no
outside source for that information (e.g., administrative data), there is a strong rationale for asking socioe-
conomic and background questions earlier in the survey to see whether respondents are selectively dropping
out. There are tradeoffs in this ordering of survey blocks, which I discuss further in Section 4.6.

Table 2 gives a sense of the distribution of attrition rates across various papers and platforms. Subject to
the caveat that attrition is not defined in the same way across different studies, attrition rates tend to range
between 15% and somewhat above 30%, depending on the platform used and the survey length. Patterns of
correlation between personal attributes and attrition are not clear cut and will likely depend on the topic and
design of the survey. In a study across 20 countries, Dechezleprêtre et al. (2022) find that women, younger,
lower-income, and less-educated respondents are more likely to drop out, but differences in attrition rates
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are not large. Table 2 shows that survey length may be correlated with higher attrition. Respondents in the
treatment branches of surveys with an experimental component are sometimes more likely to drop out, either
because of the added time commitment or based on the topic (which can introduce bias in the treatment
effects estimated).

Preventing attrition. The best remedies for attrition are a smooth respondent experience (e.g., pages
loading quickly, a clear visual design, well-formulated questions as described in Section 4), a shorter survey,
and good incentives (here again, it helps if survey companies have a variety of possible rewards that appeal
to a broad range of people, rather than just one type of reward, which may induce selection). It is a good
idea to avoid too many attention check questions (see Section 3), personal questions, and complex questions,
all of which could irritate respondents. It is also good to be careful about revealing the topic too early
on before you know enough about who the respondents are (so that you can check for selective/differential
attrition based on the topic.

2.6 Correcting for non-response bias (selection and attrition)

Correcting for non-response biases is essentially a question of how to deal with missing data. Data can be
missing for specific entries (item non-response), for all entries (unit non-response), or for all entries after a
given point (attrition). It can be missing completely at random, at random conditional on observables, or
not at random. The corrections to apply, if any, depend on your goal and the statements you are trying
to make. Are you trying to provide descriptive statistics that are supposed to represent the views of the
target population? Or to present treatment effects that are generalizable? Data is very rarely missing truly
at random, but that does not mean selection is always a serious problem.

In some cases, if your sample looks very close to the target population in terms of observables and if
attrition is small and not systematically correlated with observables, it may be best to not attempt any
correction. All corrections require some assumptions and can introduce additional noise. Policy views
depend on observables like income, age, or political affiliation. The questions then are whether policy views
are systematically correlated with other characteristics (conditional on these observables) that make people
more or less prone to taking surveys or to dropping out of the survey, e.g., upon learning the topic or seeing
a treatment based on their policy views. These cannot be checked per se (you can only check selection and
attrition based on observables), but you can think about the likelihood of this issue. It is reassuring if the
sample is already close to representative of your target population along observable dimensions.

Three proposed solutions involve making adjustments as part of the estimation process (computing means
or treatment effects). One involves re-weighing observations according to one of several methods, in order
to adjust for non-response or align sample characteristics with the target population (described in Section
2.6.1). Re-weighting typically requires assuming that data is missing at random conditional on observables
and may increase your standard errors. Another solution is to explicitly model selection or attrition into the
survey, which does not require assuming that selection or attrition are random conditional on observables
but requires modeling assumptions and some credible “instrument” for the selection (see Section 2.6.2). A
third solution is to bound the effects of interest, rather than provide point estimates (see Section 2.6.3).

A fourth solution is to impute missing data directly, according to one of several approaches, directly
estimating the value each non-respondent might have reported (imputation) had they been a respondent
(described in Section 2.6.4). Imputations are most often used for item non-response and can be used for one
or multiple entries (e.g., one can impute all entries, after someone drops out due to attrition, or individual
missing entries throughout the survey).

2.6.1 Weighting methods

In this subsection, we consider weighting methods that can be used to deal with two issues: adjusting for unit
non-response and aligning sample characteristics with population characteristics (called poststratification
weighting). Kalton and Flores-Cervantes (2003) provide an extensive summary of these methods. For more
coverage of weighting methods, see Section 3.3 of Little and Rubin (2002). The general strategy in weighting
consists in finding responders who are similar to non-responders based on auxiliary data and increasing their
weight. Non-longitudinal surveys typically do not contain much auxiliary data (unlike in panel surveys,
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where you have information about the respondents from previous rounds). The reweighing methods are
similar in the cases of non-response and post-stratification because the purpose is to align the sample data
with some external data (in the case of non-response correction, the goal is to align the actual sample
with the total targeted sample; in the case of poststratification, the goal is to align it with the population
characteristics). Poststratification weighting is covered in more detail in Kalton (1983), Little (1986), and
Little (1993). Below, we discuss the examples in the case of aligning sample data with population data, but
the methods are readily applied to nonresponse corrections by replacing “population data” with “data for
the planned sample” as done in Kalton and Flores-Cervantes (2003).

Cell-weighting. Cell-weighting adjustments involve sorting respondents and non-respondents into cells
based on certain characteristics and adjusting the weights of respondents in each cell by a given factor so
that the sample totals conform to the population totals on a cell-by-cell basis. You first need some data on
the population, cell by cell (which may be difficult to find for some target populations). When the target is
the national population, you can use censuses. The assumption needed for the validity of this adjustment
is that the people who did not answer the survey are like those who did answer, which means that in any
given cell, a random sample of people was invited to participate and a random set of those invited answered
the survey.

The choice of variables to construct the poststratification cells can be made by simple methods or so-
phisticated algorithms (see Kalton and Flores-Cervantes (2003)). Some useful results to keep in mind are,
first, that poststratification based on cells that are homogeneous with respect to the outcome of interest
reduces both the variance and bias in estimates based on the data (Holt and Smith, 1979). Poststratification
based on cells that are homogeneous with respect to the participation in the survey reduces the bias but
may increase the variance (Little, 1986). In a nutshell, this means that you should choose variables that
(you think) are good predictors of the survey outcome in the first place and the propensity to respond to
the survey in the second place.

Related weighting methods. Related methods include raking (which uses an iterative procedure to make
the marginal distributions of the sample, instead of the joint distributions, conform to the population) and
generalized regression estimation (which constructs weights based on several variables, including transformed
or interacted ones). Cell weighting can lead to unstable weighting adjustments if there are cells with very
few respondents. Mixture methods can be used in that case: You can use multilevel regression for small cells
before poststratification cell-reweighing (see Gelman and Little (1997)).

Logistics regression weighting and inverse probability weighting methods predict the probability
of responding or completing the survey based on auxiliary information. They require you to know the
pool of respondents (e.g., the characteristics of the full population) so you can estimate a probit of par-
ticipating/dropping out based on observables (that can be exogenous but also endogenously related to the
variables of interest). For a treatment of these methods, see Fitzgerald et al. (1998), Wooldridge (2002a), and
Wooldridge (2007). Inverse probability weights are a common approach for dealing with differential attrition
(Bailey et al., 2016; Imbens and Wooldridge, 2009). In this application, observations in the treatment and
control groups are reweighed to remain comparable to their pre-attrition samples.8

Standard errors. You must account for weighting when computing your standard errors, which most
software can do. Weighting can increase your variance by a little or a lot, depending on the adjustment size.
If some weight adjustments become too large, there are methods to trim the weights or collapse cells (Kalton
and Flores-Cervantes, 2003).

2.6.2 Model-based approaches

Model-based approaches tackle attrition and sample selection parametrically. They explicitly model the
selection or attrition process and do not need to assume that they are random, conditional on observables.
Typical econometric methods are covered in Chapter 17 of Wooldridge (2002b). They were developed in the

8More generally, most methods in this section can be used for differential attrition too).
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context of program evaluation and general non-response (leading to missing data on dependent or explanatory
variables) and can also be applied to surveys.

Models like Heckman (1979) selection require finding an instrument that affects selection or attrition,
but not the outcomes of interest. In the context of surveys, this could be some randomized variation in
the survey process, such as the number of times a respondent was contacted or the rewards offered. Such
variation is not always available. If you have control over these survey parameters, you can think ahead to
their use later during your analysis. Such a model-based correction is proposed in Dutz et al. (2021) and uses
variation in participation rates due to randomly-assigned incentives and in the timing of reminder emails
and text messages. Behaghel et al. (2015) similarly provide a model that mixes the Heckit model and the
bounding approach of Lee (2009) (covered below), using the number of prior calls made to each individual
before obtaining a response to the survey as a pseudo-instrument for sample selectivity correction models.
The method can be applied whenever data collection entails sequential efforts to obtain a response (in their
case, trying to call several times in a phone survey or making several visits to the respondent’s home; in
the case of online surveys, sending repeated invitations to take the survey) or even gradually offering higher
incentives (rewards) to potential respondents.

2.6.3 Bounding methods

Bounding methods are typically non-parametric techniques to provide interval estimates for the effects of
interest, relying on relatively few assumptions. Some bounding techniques use imputations (similar to the
methods in Section 2.6.4), while others use trimming.

The worst-case approach by Horowitz and Manski (2000) imputes missing information using minimal
and maximal possible values of the outcome variables and bound population parameters with almost no
assumptions except that the variables need to be bounded. These bounds can be wide and non-informative,
but are useful benchmarks, especially for binary variables. For estimating treatment effects when there
is attrition, Kling et al. (2007) construct bounds using the mean and standard deviation of the observed
treatment and control distributions, which leads to tighter bounds than the “worst-case approach.”

Lee bounds. Lee (2009) proposes a method to bound the treatment effects estimates when the control
and treatment groups’ attrition is differential. Bounds are estimated by trimming a share of the sample,
either from above or below.9 To obtain tighter bounds, lower and upper bounds can be estimated using
several (categorical) covariates and trimming the sample by cells instead of overall. Many improvements and
refinements for Lee bounds exist. To apply this type of bounds, the treatment has to be randomly assigned,
and treatment assignment should only be able to affect attrition in one direction (monotonicity assumption).

2.6.4 Imputation methods

Imputation methods are non-parametric techniques to fill in missing data.

Hot deck imputations replace missing values with a random draw from some “donor pool.” Donor pools
are values of the corresponding variable for responders that are similar, according to some metric, to the
respondent with the missing value. For instance, hot decks may be defined by age, race, sex, or finer cells.10

In some cases, the donor is drawn randomly from a set of potential donors (“random hot deck method,” see
Andridge and Little (2010)). In other cases, a single donor is drawn based on a distance metric (“deterministic
hot deck methods”). With a stretch of terminology, some methods impute summary values, such as a mean
over a set of donors.

9The actual method is as follows: 1) Calculate the trimming fraction p defined as the fraction remaining in the group with
less attrition minus the fraction remaining in the group with more attrition, scaled by the fraction remaining in the group with
less attrition. 2) Drop the lowest p% of outcomes from the group with less attrition. Again, calculate the mean outcomes
(descriptive stats or treatment effects) for the trimmed group with less attrition. This is one bound. 3) Repeat step 2) by
dropping the highest p% of outcomes from the group with less attrition, which yields another bound.

10The US Census Bureau uses a classic hot deck procedure for item non-response in the Income Supplement of the Current
Population Survey (CPS).
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Regression-based imputations replace missing values with predicted values from a regression of the
missing variable on variables observed for the respondent, typically estimated on respondents who do not
have this missing variable or who have complete responses. Stochastic regression imputation replaces missing
values with a value predicted by regression imputation plus a residual drawn to reflect uncertainty in the
prediction.

Random hot-deck or stochastic regression imputations align with the guidelines for creating good impu-
tations in Little and Rubin (2002). They suggest that imputations need to be i) conditional on observed
variable to improve precision and reduce bias from non-response, and account for the correlation between
missing and observed variables; ii) multivariate, to preserve the relations between missing variables; and iii)
randomly drawn from predictive distributions, to account for variability (rather than deterministically set
to a value such as a conditional mean).

2.6.5 Best practice tips

The first step in dealing with selection and attrition is accurately reporting them to your readers. For
attrition, i) describe your overall rate of attrition; ii) correlate it with observables; and iii) provide the
timeline of when people drop out (see Section 2.5). For selection, compare your sample carefully to the
target population along as many dimensions as possible. If the characteristics are similar, this is reassuring,
although responders may differ from non-responders in other ways that are not measurable (and this is not
testable). For item non-response, you can identify specific questions where there are more or many missings.
For example, if you have to use a variable with many missing observations, you need to discuss this more
extensively than if the variable has only a few missing responses. Your adjustments or corrective procedure
and reporting should depend on the magnitude of the non-response, selection, and attrition problems. It may
be worthwhile checking the robustness of your results to various correction methods among those described
here.

It is helpful to report your “raw” survey results before any adjustment, either as a benchmark case or
in the Appendix. You can acknowledge that the results hold, strictly speaking, just for your sample and
may or may not hold for the target population. After you apply one or several correction methods (re-
weighting, bounding, imputation, or model-based adjustments), you can report these results (in the main
text or Appendix) for comparison with the raw ones. A final tip is to use questions on attitudes, views,
or beliefs from existing, high-quality, representative (of your target population) surveys that can serve as
benchmarks. You can compare the answers in your study to those in benchmark surveys so that you have
an extra validation beyond comparing socioeconomic or demographic characteristics.

3 Managing Respondents’ Attention

Once you have recruited a high-quality sample, the essential asset in your survey is your respondents’
attention. As is the case for many other survey issues, the condition sine qua non in dealing with respondents’
attention or lack thereof is a good survey design. Beyond that, there are some targeted methods, described
here.

3.1 Ex ante methods to check for attention

First, you need to collect extensive “meta-data” for your surveys to diagnose issues with attention and
carelessness. There are options to do so in survey software such as Qualtrics. They include time spent on
each survey screen and the entire survey, number of clicks or scrolling behavior, time of the day the survey
was taken, and the device used (e.g., browser versus mobile phone).

One way to identify careless respondents is through “Screeners,” i.e., questions specifically designed to
detect inattentive answers. There are different ways of structuring such questions:

• Logical questions require logical reasoning and have a clear, correct answer (e.g., “would you rather
eat a fruit or soap?”), as described in Abbey and Meloy (2017). The issue is that there is a clear
tradeoff between the subtlety of the question and the existence of an unambiguously correct answer.
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• Instructional manipulation checks are questions that look like standard survey questions but
instruct the respondent to provide a certain answer. Note, however, that they may affect, rather than
measure, the attentiveness of the respondent (Kane and Barabas, 2019). An adapted example from
Berinsky et al. (2014) is:

Example: People often consult internet sites to read about breaking news. We want to know which
news you trust. We also want to know if you are paying attention, so please select ABC News and Fox
News regardless of which sites you use.
When there is a big news story, which is the one news website you would visit first?
(Please only choose one)

□ New York Times website □ The Drudge Report □ The Associated Press (AP) website
□ Huffington Post □ Fox News □ Reuters website
□ Washington Post website □ ABC News website □ National Public Radio (NPR) website

• Factual manipulation checks are questions with correct answers that are placed after experimental
treatments and relate to their content. These questions can either be before or after the measurement
of the outcome and can be about treatment-relevant information (which is manipulated across treat-
ment groups, in which case the questions serve as a check of comprehension) or treatment-irrelevant
information (not manipulated across treatment groups, in which case they act as attention checks
only). Section 6 provides more advice on ordering such questions in a survey experiment.

Overall, while screeners have the advantage of increasing attention and measuring carelessness, they can
also annoy respondents and increase attrition rates (Berinsky et al., 2016). If you decide to use screeners,
use them sparingly and strategically. For instance, you could consider using them at random points to check
for survey fatigue or attention at different points in the survey.

Once you have identified careless respondents, you must decide whether to drop them (threatening
external validity) or leave them in (threatening internal validity and increasing noise). There is some evidence
that screener passages correlate with relevant characteristics, and excluding those who fail them may limit
generalizability (Berinsky et al., 2014).11

Another possible solution is to try to induce more attention in the first place. Berinsky et al. (2016)
study ways to prompt people to pay more attention: i) “training” respondents (letting them answer the
attention check question again until they get it right). This increases dropout from the survey, presumably
as respondents get annoyed. ii) Warning that the researcher can spot careless answers along the lines of “The
researchers check responses carefully to ensure they read the instructions and responded carefully”, which also
slightly increases dropout. iii) Thanking respondents: “Thank you very much for participating in our study.
We hope that you will pay close attention to the questions on our survey”. This method reduces dropout
by a bit. None of these conditions is thus really effective. Krosnick and Alwin (1987) suggest reminding
a respondent to focus if a question is tricky. Such prompts have to be used sparingly, or they lose their
effectiveness. In a nutshell, it is challenging to prompt attention through artificial methods. One of the best
bets is good design to avoid squandering precious respondent attention (as explained in Section 4).

3.2 Ex post data quality checks

Instead of inserting ad-hoc questions, you can also verify the respondent’s attention ex-post through various
techniques. Once you have identified potentially problematic and careless respondents, you could check
the robustness of your results to including these cases versus dropping them. You can also create flags for
different degrees of carelessness by applying several checks and identifying “very careless respondents” (e.g.,
who get flagged in many of the checks) versus “moderately careless” or “mildly careless” ones and checking
the robustness of your results to dropping and including these groups.

11That paper finds that, across five different surveys, older respondents are more likely to pass the screener (but this relation-
ship dampens for those older than 60), women are significantly more likely to pass screeners than men, and racial minorities
are less likely to pass screeners.
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Consistency indices are measures that match items supposed to be highly correlated by design or empir-
ically and check whether they are correlated. Some common techniques are i) Psychometric Synonyms and
Antonyms which are pairs of items that are highly positively correlated (synonyms) or negatively correlated
(antonyms). An example of psychometric antonyms would be the answers to the questions “Are you happy?”
and “Are you sad?” (Curran, 2016). You can check the within-respondent correlation for these pairs. ii)
Odd-Even Consistency checks involve splitting survey questions based on their order of appearance and
checking that items that should be correlated are correlated (see Appendix A-2). Consistency indices are
mainly useful if your survey includes several questions on the same topic (that we expect to be correlated)
and is asked on similar scales. These methods are reviewed in Meade and Craig (2012).

Response pattern indices detect patterns in consecutive questions (see Meade and Craig (2012)). i) The
LongString measure is the longest series of consecutive questions on a page to which the respondent gave
the same answer (e.g., for how many questions in a row a respondent consistently selects the middle option);
ii) the Average LongString measure is the average of the LongString variable across all survey pages; and
iii) the Max LongString measure is the maximum LongString variable on any of the survey pages. Response
pattern indices are only helpful when a relatively long series of questions use the same scale. It is not easy
to compare different surveys according to these measures because they depend on the type and position of
the questions. These methods are likely to only detect respondents who employ minimum effort strategies
such as choosing the same answer repeatedly.

Outlier indices attempt to spot outlier answers. Zijlstra et al. (2011) review six methods for computing
outlier statistics (or scores) for each respondent and identifying the level of discordance with other observa-
tions in the sample. For better results, these methods typically rely on multiple survey questions at once.
One of the most commonly used outlier statistics is the Mahalanobis distance, which computes the distance
between an observation and the center of the data, taking into account the correlational structure.

Honesty checks or self-reported attention. An additional possibility is to insert a direct question about
the respondent’s “honesty,” asking the respondent to evaluate their interest and attention on a single item
or the whole survey. These measures correlate with the other attention checks but are not appropriate if the
respondent loses from being honest (e.g., if their survey reward is withheld, Meade and Craig (2012)). The
example from Meade and Craig (2012) is “Lastly, it is vital to our study that we only include responses from
people that devoted their full attention to this study. Otherwise, years of effort (the researchers’ and the time
of other participants) could be wasted. You will receive credit for this study no matter what; however, please
tell us how much effort you put forth towards this study.” [Almost no effort, Very little effort, Some effort,
Quite a bit of effort, A lot of effort] As an example, Alesina et al. (2022) includes the following question,
which is not placed at the end of the survey, but rather strategically to foster attention in the subsequent
questions (regardless of what the respondents answer):

Before proceeding to the next set of questions, we want to ask for your feedback about the responses you
provided so far. It is vital to our study that we only include responses from people who devoted their
full attention to this study. This will not affect in any way the payment you will receive for taking this
survey. In your honest opinion, should we use your responses, or should we discard your responses since
you did not devote your full attention to the questions so far?

□ Yes, I have devoted full attention to the questions so far and I think you should use my responses
for your study.
□ No, I have not devoted full attention to the questions so far and I think you should not use my
responses for your study.

Time spent on the survey. You can also decide to discard respondents who spent too little or too
much time on the survey as a whole (the cutoff will depend on what you consider to be a reasonable time
for a given survey). Indeed, while you should probably allow respondents to interrupt and complete the
survey at a later time (because they may otherwise drop out altogether), you need to check the answers of
respondents who took really long for quality because they may be distracted by other things (which could
be a problem, especially when estimating treatment effects as in Section 6). It is always worth checking
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whether time spent on the survey (and lack of attention or carelessness) is systematically correlated with
respondent characteristics.

3.3 Survey fatigue

An important concern in surveys is survey fatigue, i.e., the decay of respondents’ focus and attention over
the course of the survey.

Reducing survey fatigue. Good design is particularly critical for reducing survey fatigue. Questions
that are inconsistent, vary a lot, and do not have good visual design can impose undue cognitive load on
respondents and tire them out more quickly. The length of the survey is, of course, critical. However, there
are no hard rules as a long, but interesting and well-designed survey may foster more engagement than a
shorter, but poorly designed or boring one.

Testing for survey fatigue. To spot survey fatigue in your survey, you can check whether patterns of
carelessness such as those described in Section 3.2 increase over the course of the survey. However, this is not
always conclusive as the types of questions asked over the course of the survey change as well. Stantcheva
(2021) suggests a test check based on the randomization of survey order blocks: one can test whether
respondents who (randomly) saw a given survey block later in the survey spend less time on it and exhibit
more careless answer patterns on questions in that block than respondents who saw that same block earlier
on.

4 Writing Survey Questions

When you decide to run a survey, you may wish to start writing the questions quickly. However, do not
jump into this before a lot of careful thinking. There may be a temptation to think about writing your
survey as just the equivalent of “getting the data” in observational empirical work. However, you are the
one creating the data here, which gives you many opportunities and presents many challenges. Writing your
survey questions is already part of the analysis stage.

You first need to outline very clearly what your research question is. There is no such thing as a “good
survey” or a “good question” in an absolute sense (although there are bad surveys and bad questions). A
good survey is adapted to your research issue. Therefore, when writing survey questions, you must always
remember how you will analyze them; the right design will depend on your goal. In this section, I outline
some best practices for writing questions, based on the many references cited in this review article and my
own experience. Section 4.3 builds extensively on Dillman et al. (2014) and Pew Research Center (nd).
Some of the examples there are intentionally adapted to be more suitable for economics surveys with a few
examples used with very minor modifications.

4.1 General advice

Types of questions. There are several different types of survey questions. Questions are made of question
stems and then answer options or entry fields. Closed-ended questions, which typically make up most of the
survey questions, have a given fixed set of answer options. Closed-ended questions can be nominal, with
categories that have no natural ordering (e.g., “What is your marital status?”), or ordinal, with categories
that have some ordering (e.g., Questions such as “Do you support or oppose a policy?” with answer options
ranging from “strongly oppose” to “strongly support”; or questions about frequencies, with answer options
ranging from “never” to “always”). Open-ended questions instead have open answer fields of varying lengths
and do not constrain respondents to specific answer choices. Hybrid questions are closed-ended questions
with open-ended answer choices, such as “Other (please specify): [empty text field].”

Well-designed survey questions allow you to create your own controlled variation. This distin-
guishes social and economic surveys from other types of surveys. The goal is not only to collect statistics,
the goal is to understand reasoning, attitudes, and views and tease out relationships. When you design your
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questions, you need to keep the concept of Ceteris Paribus, or “all else equal,” in mind and think of the
exercise as creating your own controlled (identifying) variation. Each question needs to ask about only one
thing at a time and hold everything else as constant as possible (and respondents need to be aware of that).

For instance, as discussed in Alesina et al. (2018), if you want to understand whether people want to
increase spending on a given social program, it is difficult to infer much from answers to a question such
as “Do you support or oppose increasing spending on food stamps?” The reason is that this question mixes
many different considerations, including i) how much government involvement respondents want; ii) how
they think the spending increase will be financed (e.g., will it come at the expense of other programs?); and
iii) whether they prefer another, related program (e.g., cash transfers to low-income households). This is
why Alesina et al. (2018) split this question into three different questions: one about the preferred scope and
involvement of the government, one about how to share a given tax burden, and one about how to allocate
a given amount of government funds to several spending categories ranging from infrastructure and defense
to social safety net programs.

Note that if you are only interested in treatment effects in survey experiments, you may have a bit more
leeway because, presumably, the variations in interpretation of a question will be similar across the treatment
and control groups. Even then, I would advise having as precise and clear questions as possible.

Writing precise and clear questions. When writing survey questions, precision and clarity are key. This
involves, among others, avoiding the following types of questions:

• Double-barreled questions, i.e., questions that ask about two things simultaneously. This is sometimes
grammatically evident (“Do you support or oppose increasing the estate tax and the personal income
tax in the top bracket?”) but often more subtle, as explained above, when your question does not hold
all other relevant factors constant.

• Vague questions. “Do you support or oppose raising taxes on the rich?” may be helpful in some
settings, but presumably, it would be more beneficial to specify what you mean by “rich” and which
taxes exactly you have in mind.

• All-or-nothing questions. These questions are not informative because everyone will tend to respond
the same. For instance: “Should we raise taxes to feed starving children?”

Being very specific in your questions avoids ambiguity, which can lead to misinterpretation and heterogeneous
interpretations of the question across respondents. These in turn lead to measurement error.

Allow for a respondent to answer that they do not know or are indifferent. There may be
respondents who have not given much thought to the issues researchers ask about, especially if these issues
relate to broader social or economic phenomena as opposed to respondents’ own lives. Therefore, allowing
them to express indifference toward or absence of a strong view on the issue makes sense. It is similarly
recommended to let respondents answer that they do not know when asked knowledge-related questions.

Use simple, clear, and neutral language. Using simple, clear, and neutral language involves several
elements:

• Know your audience. Questions that are easy to answer for one type of audience may be difficult for
another. For instance, Alesina et al. (2021) survey both adults and teenagers in their study on racial
gaps and adapt the teenagers’ questionnaire to be shorter and with simpler words.

• Do not use jargon or undefined acronyms.

• Do not use negative or double negative formulations that are harder to understand. An example of a
negative formulation that is mentally burdensome is “Do you favor or oppose not allowing the state to
raise state taxes without approval of 60% of voters?” Instead, you could ask “Do you favor or oppose
requiring states to have 60% of the approval of voters to raise state taxes?” You should minimize your
respondents’ cognitive load, so the answer “yes” should mean yes, and “no” should mean no.
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• Eliminate all unnecessary words and keep your questions as short as possible. One application of this
principle is to include answer options only after the question stem. For instance, a formulation such as
“Are you very likely, somewhat likely, somewhat unlikely, or very unlikely to hire a tax preparer next
year?” is tiring to read. A better formulation would be “How likely or unlikely are you to hire a tax
preparer next year?” with answer options [Very likely, Somewhat likely, Somewhat unlikely, or Very
unlikely].

• Be careful with sensitive words or words that may be offensive to some people.

Adapt your questions to your respondents. Make sure your questions apply to all respondents in your
sample. If they do not, either i) create survey branches based on your respondents’ characteristics or ii) ask
contingent questions. For instance, do not ask someone currently unemployed about their job. Instead, you
can ask about their current job, but add the contingency “if you do not currently have a job, please tell us
about your last job.”

Write neutral questions. You should strive to write neutral questions that do not bias the responses.

• Phrase questions as actual questions rather than using “Do you agree or disagree with this statement”
formulations. In fact, you should strive to avoid Agree/Disagree and True/False questions (see the
detailed discussion in Section 5.4).

• Avoid leading questions that nudge the respondent in one answer direction. An example of a leading
question is “More and more people have come to accept using a tax preparer to reduce one’s tax burden
as beneficial. Do you feel that using a tax preparer to reduce your tax burden is beneficial?”

• Avoid judgmental and emotionally charged words in your questions.

• Do not ask sensitive or private questions unless you must (of course, for research, we sometimes must).

• Avoid giving reasons for a given behavior in your question because the answers will mix what the
respondent thinks about the issue you are asking about and the cause. For instance: “Do you support
or oppose higher taxes so that children can have a better start in life?” will not lead to informative
answers about people’s attitudes to either taxes or equality of opportunity.

• You can consider including a counter-biasing statement to signal neutrality. For instance: “Some people
support very low levels of government involvement in the economy, while others support very high levels
of government involvement. How much government involvement do you support?”

• When asking either/or types of questions, state both the positive and negative sides in the question
stem. For instance, instead of asking “Do you favor increasing the tax rate in the top bracket?”, ask
“Do you favor or oppose increasing the tax rate in the top bracket” [Favor, Oppose]. Similarly, instead
of asking “How satisfied are you with the overall service you have received from your tax preparer?”, ask
“How satisfied or dissatisfied are you with the overall service you have received from your tax preparer?”
[Very satisfied, Somewhat satisfied, Somewhat dissatisfied, Very dissatisfied].

Use simple question formats unless the question requires more complexity. Sometimes, you will
need to elicit complex perceptions or attitudes, which justifies the use of a more involved question format
(see Section 4.4). In general, however, a simpler question design consistent throughout the survey makes the
most sense, as it involves a lower cognitive burden for respondents. Some common question design types are:

• Checkbox questions. In these questions, respondents simply select one or multiple answer options
by clicking on them.

• Radio buttons questions. Respondents can select one single option by clicking on it.
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• Slider questions. Respondents select an answer by moving a slider. The benefit of sliders is that
they yield more continuous and perhaps more fine-grained answers than fixed point scales. The dis-
advantages are that some of that variation is almost surely noise, that they can take longer to answer
than checkbox or radio button questions, and that they may be hard to control precisely, especially on
mobile phones. Sliders can be a good and intuitive visual representation if you are truly interested in
a continuous variable rather than discrete ordinal categories. If not, a standard question design with
radio buttons is recommended.

• Ranking questions. Ranking questions can be cumbersome, and forcing respondents to rank items
that are not truly on a unidimensional scale can lead to misleading results, with gaps between items
that are not meaningful. They should only be used for actual rankings. For instance: “Which region
contributes most to global greenhouse gas emissions? Please rank the regions from the one contributing
most to the one contributing least” from Dechezleprêtre et al. (2022).

Do not force responses. In general, you should not force respondents to answer questions unless their
responses are needed to screen them at the start of the survey. For most questions, respondents can be
branched appropriately even if their response to a question is missing. When you think about the branches
in your survey, you should always consider where respondents who leave an item blank should go next.
You can, however, “prompt” for responses. For instance, Qualtrics has a pop-up window that appears if
respondents try to move to the next survey screen while leaving questions blank, asking them whether they
are sure they want to leave some items unanswered.

Provide informative error messages. Your survey should provide informative error messages, i.e.,
messages that help the respondents recognize the error in their responses. A message such as “your answer
is invalid” is not helpful; a message that specifies “please only enter integer numbers” is much more useful.

Look for precedent. You are often not the first to ask survey questions on a topic. As a starting point,
it would be best always to examine the literature and existing surveys for questions that have already been
validated and tested. However, the fact that a question has once been used should never be a sufficient
reason to use it again and does not guarantee that it will be suitable for your survey.

Pre-test. You must pre-test your questionnaire multiple times. This involves surveying not only “content
experts,” which are people who are experts on the topic (e.g., your colleagues), but a wider, non-expert
audience. You should ask for feedback on your questionnaire. You can formally test various survey versions
and run small-scale pilots on smaller samples from your target population. Pre-testing is particularly valuable
when designing new questions on less-explored topics. During pilots, leave ample space for feedback in open-
ended text boxes and encourage respondents to give feedback. Money spent on pilots and pre-testing is
wisely spent because it can save you more money and disappointment later. Part of the testing is also to see
whether your data is being recorded correctly. Further, it is invaluable to do in-depth cognitive interviews
with people from your target audience, especially when studying new topics. Cognitive interviews involve
having someone take the survey and share their impressions, questions, and reactions to it in real time. They
are a complement to experimental pre-testing, not a substitute.

Include feedback questions. Even beyond the pilot and pre-testing rounds, you should always include
feedback entry fields at the end of your survey. Some can be more general, e.g., “Do you feel that this survey
was left- or right-wing biased or unbiased?” [Left-wing biased, Right-wing biased, Unbiased]. Others can be
more targeted. For instance, you may want to elicit whether respondents understood the purpose of your
research, which may be problematic in light of social desirability bias or experimenter demand effects (see
Section 5).

4.2 Open-ended questions

Purposes of open-ended survey questions. Open-ended questions have many benefits. Thanks to
ever-evolving text analysis methods, researchers can easily analyze them. Ferrario and Stantcheva (2022)
provide an overview of the use of open-ended questions to elicit people’s concerns in surveys. Open-ended
questions have several purposes.
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First, they allow researchers to elicit people’s views and concerns on many issues without priming them
with a given set of answer options (Ferrario and Stantcheva, 2022). Ferrario and Stantcheva (2022) leverage
text analysis methods to study people’s first-order concerns on income taxes and estate taxes, based on
answers to open-ended questions. These questions can be very broad (for instance: “When you think about
federal personal income taxation and whether the U.S. should have higher or lower federal personal income
taxes, what are the main considerations that come to your mind?”), more directed (for instance: “What
do you think are the shortcomings of the U.S. federal estate tax?”), or very specific (for instance: “Which
groups of people do you think would gain if federal personal income taxes on high earners were increased?”).
Appendix Figure A-4 provides an example of how open-ended questions can shed light on the types of words
used by respondents and on the different topics that matter to them based on political affiliation. Stantcheva
(2022) elicits people’s main considerations about trade policy using a series of open-ended questions.

Second, they are helpful in exploratory work ahead of writing a complete survey. When unsure about
relevant factors, a pilot study with open-ended questions can help you determine the answer choices to
include in closed-ended questions. It may bring to light unforeseen factors and issues.

Third, they avoid leading and priming respondents when unaware of the suitable scales and answer
options. We discuss the choice of answer scales in more detail below. In brief, answer scales should ideally
approximate the actual distributions of answers in the population to avoid biasing respondents who may look
for clues in the provided options, especially when some mental work is involved in remembering something
or thinking about an answer. However, on some issues, you may not know the right scales. Open-ended
questions can be beneficial in these cases.

Finally, in the context of information experiments (see Section 6.3), you can use open-ended questions to
validate the answers to other questions, such as quantitative ones, and to test whether a treatment changes
people’s attention on a topic (as in Bursztyn et al. (2020)).

Best practices for open-ended questions. Some best practices for open-ended questions are as follows:

• Because these questions can be more time-consuming than closed-ended ones, especially when the
answers required are longer, you may need to motivate respondents to answer using prompts, such as
“This question is very important to understanding tax policy. Please take your time answering it.”

• To encourage more extended responses, you can consider adding follow-up questions on the next screen
(without overdoing it), such as “Are there any other reasons you can think of?”

• As a result, you should use them sparingly and, if they are essential for your research, place them
earlier on in the survey while respondents are less tired.

• Specify what type of answers you are looking for to guide respondents and facilitate your subsequent
analysis of the data (“Please spend 1 or 2 minutes”; “Please think of several reasons...”; “Please list
any words that come to your mind...”).

• Adapt the visual format to the type of answers you need. For instance, if you only need a single answer,
provide a single answer box. If you need multiple answers, provide multiple answer entry fields. Make
the length and sizes of the entry fields appropriate to the type of answer you need (e.g., if you want
respondents to write longer responses, provide ample space). To avoid issues with interpretation and
mixing up of units, you can sometimes provide a template below or next to the answer space. For
example, if you are looking for a dollar amount, you can put the sign “$” next to the box; if you are
looking for a duration, you can add “months” next to the answer box; for a date, you can specify
“MM/YYYY”).

4.3 Closed-ended questions

Qualitative versus quantitative questions. There are two general types of closed-ended ordinal ques-
tions: those that offer more vague qualitative response options (e.g., never, rarely, sometimes, always) and
those that offer response options using a natural metric (e.g., once a week, twice a week, etc.). More gener-
ally, a question to ask yourself is whether a qualitative or quantitative answer to a given question is better
suited to your research needs. Questions using vague quantifiers as answer options have the disadvantage
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that they are, by construction, vague and, thus, can mean different things to different people. At the same
time, they are easy to understand. Furthermore, respondents may not be able to precisely assess something
in a quantitative manner, so they may make errors, and variations in answers could reflect a lot of noise. In
a sense, we have to be realistic about some issues. The reality is that it may be impossible to get precise
measures of some constructs, and using vague quantifiers may be the best we can do. Still, there are plenty of
best practices to minimize response errors and noise in both qualitative and quantitative questions. Overall,
qualitative questions can be highly useful complements to quantitative questions. For example, Alesina et al.
(2018) use a depiction of a ladder to elicit perceived mobility, see Figure 3. They also ask respondents a
corresponding qualitative question: “Do you think the chances that a child from the poorest 100 families will
grow up to be among the richest 100 families are:” [Close to zero, Low, Fairly low, Fairly high, high] (Alesina
et al., 2018, p. 528). Multiple measurements are critical for especially important variables in your survey.

4.3.1 General advice for closed-ended questions

Use exhaustive answer options that span all possible reasonable answers. The following example
does not contain all reasonable answer options. Furthermore, the options are not mutually exclusive either
because they mix the issues of how and where the respondent learned about the 2017 Tax Cuts and Jobs
Act.

From which one of these sources did you
first learn about the 2017 tax reform
(the Tax Cuts and Jobs Act, or TCJA)?

□ Radio
□ Television
□ Someone at work
□ While at home
□ While traveling to work

A better formulation of the question would instead be:

From which one of these sources did you Where were you when
first learn about the 2017 tax reform you first heard about it?
(the Tax Cuts and Jobs Act, or TCJA)?

□ Radio □ At work
□ Television □ At home
□ Internet □ Traveling to work
□ Newspaper □ Somewhere else
□ A person

You may also need to include options such as “Don’t know,” “Undecided,” or “Indifferent.” In questions with
ordinal scales, there is often a middle option reflecting neutrality or indifference, such as “neither support
nor oppose.” In other questions, there is a tradeoff: such answer options may be useful for respondents who
genuinely do not have a view or do not know, but they also give respondents an easy way out. On balance,
you should think carefully case by case whether it makes sense to have such an option. If you can expect
respondents to genuinely not know, you should include such an option.

Furthermore, it may be beneficial to use hybrid question types, which are closed-ended, but also include
an “Other” option with an empty text field for the respondent to provide further detail.

Make sure answer categories are non-overlapping. Answer categories should be non-ambiguous, which
means avoiding any overlap. Even minor overlaps can be misleading and annoying for the respondents, such
as in the question “What should the marginal tax rate for incomes above $1,000,000 be?” with answer options
[0% to 20%, 20% to 30%, etc.] instead of a non-overlapping scale such as [0% to 19%, 20% to 29%, etc.].

Use a reasonably small number of answer options. In general, you want to avoid having respondents
read through long lists of answer options and should keep the answer options list as short as possible. How-
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ever, there are exceptions. For instance, when you are asking about demographic or background information,
such as ethnicity, gender, etc., you should put as many categories as possible and be very inclusive.

4.3.2 Specific advice for nominal closed-ended questions

Avoid unequal comparisons. It is important that your answer options are comparable. For instance, it
can be misleading if you make one answer option sound negative and another one positive.

Which of the following do you think is most responsible for the rise in wealth inequality in the US?
Mixing positive and negative options More comparable answer options

□ Bad tax policies □ Tax policies
□ Technological change □ Technological change
□ Greedy corporations □ Corporate policies
□ Decrease in unionization rates □ Decrease in unionization rates

Another possibility, which is lengthier but more neutral, is to ask a question separately for each of the answer
options, along the lines of:

To what extent do you feel that tax policies are responsible for the rise in wealth inequality in the
US?

□ Completely responsible
□ Mostly responsible
□ Somewhat responsible
□ Not at all responsible

and so forth for the remaining concepts.

Multiple choice questions: “check-all-that-apply” versus “forced-choice.” For questions where
there can be multiple answer options selected, you have to decide between using a “forced-choice” or a
“check-all-that-apply” format. Forced-choice questions ask item by item and require respondents to judge
all items presented independently. Check-all-that-apply formats list all options simultaneously and ask
respondents to select some of the items presented (Smyth et al., 2006). Forced-choice questions generally
lead to more items being selected and respondents thinking more carefully about the answer options. As
discussed below, forced-choice questions will also circumvent the problem of order effects in the answer
options, whereby respondents may be tempted just to select one of the first answers and move on without
considering every choice. If you can, try to convert your “check-all-that-apply” questions into individual
forced-choice questions.

Check-all-that-apply question Forced-choice question
Which of the following policies do you Do you think of the following policies
think could reduce inequality? Check could reduce inequality?
all that apply. Yes No

□ Job re-training programs
□ Higher income taxes
□ Higher minimum wage
□ Free early childhood education
□ Anti-trust policies
□ Unemployment insurance

Job re-training programs □ □
Higher income taxes □ □
Higher minimum wage □ □
Free early childhood education □ □
Anti-trust policies □ □
Unemployment insurance □ □

Order of the response options. As discussed in more detail in Section 5.1, the order in which response
options are provided may not be neutral. Respondents may tend to pick the last answer (a “recency effect”
most often encountered in phone or face-to-face surveys) or the first answer (a “primacy effect”). In addition
to the advice of avoiding long lists of options and using forced-choice instead of select-all-that-apply, it makes
sense to randomize the order of answer options for questions that do not have a natural ordering or where
the ordering can be inverted.
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4.3.3 Specific advice for ordinal closed-ended questions

Choice between a unipolar or bipolar ordinal scale. Unipolar ordinal scales measure magnitudes
or intensity along one dimension and the “zero point” is on one end of the scale. Bipolar ordinal scales
measure responses along two opposite dimensions, with a zero point located in the middle of the scale, or
at the point where options switch from positive to negative. Such scales measure both the direction of the
answer (i.e., positive or negative) and their level or magnitude (i.e., how positive or how negative). Clearly,
the choice between these two types of scales depends on your question. Some questions are naturally on a
unipolar scale, e.g., asking about frequencies. If you can, bipolar scales are recommended for questions with
no natural unipolar scale to avoid priming respondents in one direction or another.

Example question with a unipolar answer scale
How helpful was this section on writing survey questions?
□ Extremely helpful □ Very helpful □ Somewhat helpful □ Slightly helpful □ Not at all helpful

↑ Implicit zero point

Example question with a bipolar answer scale
How likely or unlikely is it that personal income taxes in the top income bracket will be raised during the
coming year?
□ Very likely □ Somewhat likely □ Neither likely nor unlikely □ Somewhat unlikely □ Very unlikely

↑ Implicit zero point

Example question with an unclear scale (not unipolar or bipolar)
How important is it to you that college education is made affordable to everyone?
□ Very important □ Somewhat important □ Somewhat unimportant □Not important at all

↑ Missing zero point ↑ Implicit zero point

Limit scales to a manageable number of items. Your scales should have sufficiently many categories
to allow for proper nuance and variation, but not so many categories that the difference between the two
becomes vacuous. The advice from Dillman et al. (2014) is to stick to 4 or 5 answer categories for unipolar
scales and for 5 or 7 categories for bipolar scales (the odd number is important in order to allow for neutral
middle options, or a “zero point”).
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Examples of unipolar scales:
4-point scale 5-point scale
How important do you feel How successful do you feel
it is that the government the government has been at
addresses income inequality? redistributing income to the poor?

□ Very important □ Completely successful
□ Somewhat important □ Very successful
□ Slightly important □ Somewhat successful
□ Not at all important □ Slightly successful

□ Not at all successful

Examples of bipolar scales:
5 [or 7]-point scale 5 [or 7]-point scale
How likely or unlikely How fair or unfair do you think
is it that you will switch jobs the distribution of income
in the next two years? is in the US?

□ Very likely □ Very fair
□ Somewhat likely □ Somewhat fair
□ [Slightly likely] □ [Slightly fair]
□ Neither likely nor unlikely □ Neither fair nor unfair
□ [Slightly unlikely] □ [Slightly unfair]
□ Somewhat unlikely □ Somewhat unfair
□ Very unlikely □ Very unfair

Think about but do not worry excessively about a middle option. Including or excluding a middle
option will not make a huge difference (Dillman et al., 2014).

Chose direct and adapted scales. It is crucial to choose scales that are directly mapped to your question.
You should avoid having respondents do extra work by trying to map a question to indirect or nonspecific
answer option scales. The examples below illustrate a question with an indirect construct and one with
construct-specific answer options.

Question with indirect scales Construct-specific questions
To what extent do you agree or disagree that
the income distribution in the US is fair?

How fair or unfair do you think
the distribution of income is in the US?

□ Strongly agree □ Very unfair
□ Agree □ Somewhat unfair
□ Neither agree nor disagree □ Neither fair nor unfair
□ Disagree □ Somewhat fair
□ Strongly disagree □ Very fair

Note how in the indirect construct, the respondent has to create a mental map between “fairness” and then
agreement/disagreement. In the direct construct, the respondent only needs to think about the level of
fairness/unfairness on a direct scale, which requires less cognitive effort.

Use natural metrics. When a natural metric is available, you should use it instead of vague quantifiers. For
instance, instead of imprecise quantifiers such as “regularly” or “often,” you can ask the respondent about
how many times they performed a given activity in a time span that makes sense for the question (e.g.,
“last week” or “last month”). The tradeoff between quantitative and more qualitative questions was already
discussed above, but to reiterate: it only makes sense to ask quantitative questions when the respondent is
expected to know the answer with sufficient confidence and precision. Otherwise, you may introduce a lot
of noise and be prone to reference point effects (like respondents using very rough round numbers).

Use balanced scales for questions with bipolar scales. Balanced scales contain an equal number of
positive and negative options and categories are conceptually roughly evenly spaced.
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Question with vague quantifiers Question with natural metric
How often do you work overtime: How often do you work
regularly, occasionally, rarely, or never? overtime?

□ Regularly □ More than once a week
□ Occasionally □ About once a week
□ Rarely □ Two to three times a month
□ Never □ About once a month

□ A few times per year
□ Never

Unbalanced scale with uneven
distance between categories

Balanced scale with more even
distance between categories

Do you think the government should
increase or decrease taxes on people
earning more than 1 million USD a year?

Do you think the government should
increase or decrease taxes on people
earning more than 1 million USD a year?

□ Increase them □ Increase them a lot
□ Keep them the same □ Increase them a little
□ Decrease them a little □ Keep them the same
□ Decrease them some □ Decrease them a little
□ Decrease them a lot □ Decrease them a lot

Label all options in an answer scale, not just the extremes. It is much easier for respondents to
have all options in an answer scale labeled, rather than just the end ones. Otherwise, you are leaving the
middle options open to interpretation, as in the following example.

A polar-point labeled scale with
labels only for the endpoints
How likely or unlikely are you to
change health insurance provider
within the next two years?

□ 5 Very likely
□ 4
□ 3
□ 2
□ 1 Very unlikely

Remove numerical labels unless they have a true meaning. Unless the question is numeric, do
not add numeric labels to answer options (such as “1 = Strongly disagree, 2 = Disagree, ..., 5 = Strongly
agree”). Respondents will interpret numbers, which is both distracting and potentially misleading. For
instance, Dillman et al. (2014) report that respondents may interpret the answer options differently based
on the numbers assigned, even if the numbers themselves are meaningless. Thus, respondents will interpret
a scale labeled from -5 to 5 differently than one labeled from 0 to 10, even with the same answer option
labels. Respondents tend to assign more positive meaning to larger numbers (e.g., +10 as opposed to +5).
You should always ask yourself whether you need numerical labels and, if not, remove them.

Provide scales that approximate the actual distribution in the population or use open-ended
questions to avoid biasing responses. This advice applies mainly to questions requiring respondents to
do mental work to recall or estimate a number. In that case, the scale you choose may matter as respondents
tend to draw information from it implicitly. For instance, when asked to recall mundane activities, which
people do not keep track of systematically, or to estimate numbers around which there is uncertainty,
respondents may look to the answer options provided as clues to the correct answer. Dillman et al. (2014)
give the example of students asked to estimate how many hours a day they study. Students tend to report
fewer study hours when offered lower answer options and vice versa. If you do not know the distribution of
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answers in the population (which may be why you are asking this question in the first place!), it can make
sense to use open-ended questions instead.

Logically order answer options. Even in the absence of a clear direction for answer options (like on a
negative to positive gradient), there is often some more intuitive ordering, such as between “Yes/No” versus
“No/Yes” options or between “Favor/Oppose” and “Oppose/Favor.” It is not worth agonizing over whether
to put options in an ascending or descending order. Still, it is worth thinking of a more intuitive direction
and keeping a consistent format and order within the survey. Although you may want to test for order effects
(as discussed below), respondents may come to expect a given format. They may get thrown off by a change
in the answer order, not because they are satisficing or careless.

Pitfalls. Finally, even if you follow all of this advice, you still need to check your questions for consistency.
Although the question stem and answer options may each be well-designed, they must also fit together.
Otherwise, the question phrasing may be mismatched with the answer options and throw off the respondents.
Consider the examples below, in which the question stems and answer options are mismatched.

Discrepancy: The question stem asks
for a quantitative answer, but the
answer options are qualitative.

Discrepancy: The question stem is
written like an open-ended question,
but answer options are provided.

How many dollars did you pay What should the government’s trade policy
in taxes in 2021? be?

□ Way too much □ Tariffs
□ A lot □ Quotas
□ Not that much □ Made-in-USA
□ A little □ Anti-China
□ None □ No restrictions
□ I got money back □ Protecting infant industries

Discrepancy: The question stem
implies a Yes/No answer, but
the answer options are about
intensity.

Discrepancy: The question stem
asks to check all options that apply,
but the answer options are in a
forced-choice format.

Is the income distribution in the US
fair?

Please check all the characteristics
that you think describe a “good job.”

□ Very unfair
□ Unfair
□ Neither fair nor unfair
□ Fair
□ Very fair

Yes No
High salary □ □
Flexible hours □ □
Good colleagues □ □
Autonomy □ □
Good benefits □ □

4.4 Measurement issues

Quantitative and technical questions. Many original studies will require new, creative, and sometimes
complex questions.

Examples of such more complex questions are shown in Figures 3 to 8. For instance, Alesina et al. (2018)
ask respondents to assess the social mobility of children born in poor families, using two ladders to depict
the quintiles of the parental income distribution and the children’s income distribution (see Figure 3). In
Hvidberg et al. (2021), respondents are asked to select their position on a ladder representing the income
distribution using a slider (see Figure 5). Alesina et al. (2022) ask respondents about the share and origins
of immigrants in a country, with a pie chart that updates in real time when respondents move a set of sliders
(see Figures 6 and 7).

The general advice from Section 4 still applies, and there are some additional elements to pay attention
to, which we discuss here. Because these questions are typically new, you should try to pilot them in several
versions and check that respondents understand them. Unless you are checking for the ability to make
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specific calculations or consistency (which is the goal in some settings!), it is best not to make respondents
do any calculations. Instead, automate it through your survey code such that, for instance, categories are
adjusted to sum to 100. Figure 8 shows an example from Alesina et al. (2018), in which respondents select
tax rates on various income groups using sliders, and the slider at the bottom adjusts thanks to a background
code to depict the total revenue raised as a share of the target revenue. For such complex questions, a good
visual representation is key.

Point beliefs versus probabilistic beliefs. In some surveys, you will need to ask about perceptions or
beliefs. Should you ask respondents about a point estimate for a given belief or their probability distribution
over possible values?

Point beliefs are easier for respondents to understand, but they do not allow respondents to express
uncertainty over their estimates. Therefore, asking respondents about their confidence and uncertainty is
a valuable complement to such questions, especially for the critical perceptions you are trying to elicit.
Furthermore, you must be clear about the variable you are asking about, e.g., the mean or the median? For
instance, Hvidberg et al. (2021) first show respondents an explanatory video that explains the concept of
median and 95th percentile before asking respondents questions about these statistics.

Probabilistic belief elicitation may be harder to understand and yield noisier results, but it also allows
respondents to express uncertainty directly. A clever design is in Luttmer and Samwick (2018), who ask
respondents to place balls in different boxes to represent their probability beliefs (see Figure 4). Your choice
between simpler (point estimate) questions and more complex (probability distribution) questions boils down
to judgment about how much you can expect respondents to know about a given topic and how much you
can ask for before answers become extremely noisy. Sometimes, well-formulated qualitative or well-designed
simple quantitative questions can be more fruitful than complex probability-based questions. For an overview
of papers on measuring probabilistic beliefs, see Appendix A-3.2.

Multiple measurements. Because perceptions and beliefs can be hard to measure, there is a serious risk
of measurement error. One possible solution is to use multiple measurements of the same variable to deal
with measurement error. For instance, you could combine a more qualitative question with a quantitative
one and even a probabilistic question. In cases where you need to estimate the effect of a given perception
or belief on another outcome, you can use the IV approach of Gillen et al. (2019) based on these multiple
measurements. Similarly, you can use randomly assigned information treatments to instrument perceptions
or beliefs (see Section 6.3 and the possible violations of the information equivalence assumption). You have
to weigh the benefits of these additional measures against the added survey fatigue.

The importance of benchmarking. Suppose you find that respondents estimate a given variable quite
wrongly. Is this misperception specific to the given variable, or is it the manifestation of a more general
bias and misperception? For instance, Alesina et al. (2022) find that people starkly overestimate the share
of unemployed immigrants. However, as it turns out, they also starkly overestimate the percentage of non-
immigrants who are unemployed. People confuse unemployment (defined by economists and perhaps less
intuitive for broader audiences) with being out of the labor force. The misperception of the unemployment
rate of immigrants relative to the misperception of the unemployment rate of nonimmigrants is thus perhaps
a better measure of the misperception specifically about immigrants (i.e., we are filtering out the common
mistake people make on unemployment levels). This example points to the importance of benchmarking.
For instance, whenever you are interested in views about a specific group (say, immigrants), it may also
make sense to elicit views about another group (say, nonimmigrants) to identify fixed effects or common
misperceptions that you may otherwise wrongly attribute to biased views about the group of interest specif-
ically. If you do so, it could make sense to randomize the order in which you ask about the two groups as
in Alesina et al. (2021), who ask about a range of characteristics of white and Black Americans. The same
strategy applies when you ask about other perceptions: can you find another related variable that can be
used as a benchmark?

Interpersonal comparisons and anchoring. When comparing survey answers across respondents, we are
bound to run into the issue of whether respondents understood the question in the same way and assigned the
same meaning to the answer options. Different interpretations may be particularly common in cross-country
settings or when comparing respondents with very different backgrounds.
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Anchoring vignettes or anchoring questions may reduce the problem of interpersonal comparison.12 These
are short descriptions of hypothetical people or situations that survey researchers can use to correct sur-
vey responses of different respondents. For instance, in health settings related to pain or well-being, we
can compare respondents’ self-assessments to their assessments of hypothetical people described in short
vignettes that have known characteristics (and thus, serve as anchors) and use the latter to adjust the
former. More concretely, the survey can first show respondents hypothetical people with various abili-
ties to do daily tasks and ask them to rate the difficulties of these individuals in moving on a scale from
None/Mild/Moderate/Severe/Extreme. Then, respondents would be asked to rate their own difficulty mov-
ing around on this same scale. The answers to the anchoring vignettes provide a standard that can be elicited
in the survey itself and adapted to the setting.

Such anchoring vignettes can be used to i) adjust for differences in the meaning individuals assign to
ordinal response categories; ii) combine different items on a unidimensional measure (for instance, following
up on the example above, we can ask about two different activities and see how respondents believe they
contribute to overall mobility); and iii) combine items across surveys, thanks to one common anchoring
question.

To use anchoring vignettes to improve interpersonal comparability, respondents must be answering consis-
tently in the vignettes and the question of interest (within-respondent response consistency). Furthermore,
we need “vignette equivalence,” meaning that respondents all understand the hypothetical vignettes the
same way on average (even if they use answer categories differently).

4.5 Visual design

The visual design of questions and of your survey from the landing page onwards is very important. Here is
some advice to help make the survey more visually appealing.

Mobile version. Make sure to check how all questions and the overall layout display on mobile phones and
on a range of browsers when testing. Since people will use a variety of interfaces, aim to make the survey
look as similar as possible across these settings. At least, you may be able to control for the survey mode
(mobile or browser) that the respondent used.

Fonts. Use darker font and/or larger fonts for the question stem and lighter and/or smaller fonts for the
answer options.

Spacing. Use spacing to help create sets within a question. For instance, separate the question stems from
the answer options.

Standardize. Use a common graphic standard for all or most questions. For example, put all answer
options horizontally rather than vertically. Have equal spacing between all answer options (hence, no uneven
spacing because of different lengths of answer options).

Emphasis and de-emphasis. Visual design can help guide the respondent’s attention by highlighting
important parts and de-emphasizing less important ones. For instance, if a word is particularly important,
consider bolding it.

Special instructions. Some questions contain special instructions. For instance: “How many hours does it
usually take you to file your taxes? [Special instruction] If you do not usually file your taxes yourself, please
give us an estimate of how long it might take you if you had to file them yourself.” Such special instructions
should be placed where they are needed (in this case, before the answer options) rather than separately (e.g.,
after the answer options), since many respondents will skip those. Wherever possible, it actually makes sense
to adapt your survey to your respondents and avoid such special instructions altogether. This adaptability
is an advantage of online surveys. For instance, in this case, you could first ask respondents whether they
file their taxes themselves and then ask them a question contingent on whether they answer yes or no.

Optional or occasionally needed instructions. You should try to reduce respondents’ burden by visually
separating elements they do not need to read from elements that are required. Once respondents get the

12See the website https://gking.harvard.edu/vign on anchoring vignettes from which the material in this section is drawn.
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hang of the questionnaire, they learn what can be skipped, and it is counterproductive to make them read
through a lot of not necessary material. For instance, reminders of previous instructions, such as “Check all
that apply” or “If you do not know, please give us your best guess.”

Separate substantial and non-substantial answer options. Options that are not truly part of the
answer scale, such as “I don’t know” or “Undecided,” should be at the end of the answer options and clearly
separated since it makes sense to require the respondent to read through all other options first.

Simplify. Section 4.4 provided cases in which you need to measure more complex variables and more
sophisticated designs are beneficial. Outside of these cases, a simple visualization often makes the most
sense: Questions that display all options with clickable buttons.

Try to avoid visual clutter on the page. Do not place two questions next to each other (in the “double
grid question format,” as illustrated below) as this entails a heavy cognitive burden for respondents.

Type of tax To what extent do you think that Do you think this tax is fair
an increase in this tax will hurt or unfair?
economic activity in the US?
Not Hurt Hurt Hurt Very Fair Neither fair Unfair Very

at all somewhat a lot fair nor unfair unfair

Personal Income tax □ □ □ □ □ □ □ □
Property tax □ □ □ □ □ □ □ □
Sales tax □ □ □ □ □ □ □ □
Excise tax □ □ □ □ □ □ □ □
Payroll tax □ □ □ □ □ □ □ □

More generally, it is best to minimize the use of complex question designs, such as matrices and grids. If you
must use these, minimize their complexity by reducing the number of rows and columns, limiting answer
options, and clearly labeling each answer option, as shown below.

To what extent do you think that an increase in this
tax will hurt economic activity in the US?

Type of Tax Not Hurt at all Hurt Somewhat Hurt a lot
Personal Income Tax □ Not Hurt at all □ Hurt Somewhat □ Hurt a lot
Property Tax □ Not Hurt at all □ Hurt Somewhat □ Hurt a lot
Sales Tax □ Not Hurt at all □ Hurt Somewhat □ Hurt a lot
Excise tax □ Not Hurt at all □ Hurt Somewhat □ Hurt a lot
Payroll Tax □ Not Hurt at all □ Hurt Somewhat □ Hurt a lot

Do you think these taxes are fair or unfair?
Type of Tax Very fair Fair Neither Fair nor Unfair Unfair Very Unfair
Personal Income Tax □ Very fair □ Fair □ Neither fair nor Unfair □ Unfair □ Very Unfair
Property Tax □ Very fair □ Fair □ Neither fair nor Unfair □ Unfair □ Very Unfair
Sales Tax □ Very fair □ Fair □ Neither fair nor Unfair □ Unfair □ Very Unfair
Excise tax □ Very fair □ Fair □ Neither fair nor Unfair □ Unfair □ Very Unfair
Payroll Tax □ Very fair □ Fair □ Neither fair nor Unfair □ Unfair □ Very Unfair

Similarly, if a respondent needs to search for a specific answer option and scroll through the menu of items,
drop-down menus can be tricky. The exception is for questions where the respondent knows the answer right
away without having to read answer options (e.g., their month of birth or state of residence), in which case
drop-down menus can save space.
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4.6 Question ordering

This section discusses some basics about the ordering of blocks and questions in the questionnaire. In Section
5.2, we investigate some unintended consequences arising from order effects and solutions.

In general, the ordering of the questionnaire needs to be guided by three (sometimes conflicting) concerns:
i) Respondents are often more engaged and less tired earlier in the survey; ii) at the same time, questions
that come earlier can influence responses to subsequent questions through the channels explained in Section
5.2; and iii) respondents form an opinion about your survey in the first few questions, and capturing their
interest is critical.

Therefore, balancing these three concerns, you must tailor the ordering to your specific question and
setting. It is thus difficult to give general advice. Many survey manuals suggest first asking the most
engaging and exciting questions to capture respondents’ interest. But if you are concerned about attrition,
specifically attrition based on the topic, you would ask demographics and background questions first to know
who your respondents are before they drop out. Suppose you have this information about respondents from
other sources already. In that case, you may be able to skip these questions or place them at the end of the
survey (however, while external sources may capture demographics like age or gender, important variables
like political leanings are often not). A compromise may be to ask the essential background questions first
and more detailed ones later.

More sensitive questions should ideally come later in the survey, both because they have the potential to
influence subsequent answers strongly and because they may require respondents to build some trust in the
quality of your survey first. If possible, gradually introduce more sensitive topics to not shock respondents.

It is best to organize the survey logically and to guide respondents without jumping from one topic to
another, which can irritate respondents. Unless you have a concrete experimental goal, respondents should
not be surprised and confused by questions.

Finally, when you ask a series of filter plus follow-up questions, you should ask all of the filter questions
first before going into the follow-up questions. If you alternate them, respondents tend to quickly learn that,
if they answer “no” to a question, they will get fewer follow-up questions. Examples of such filters plus
follow-up questions are (note that respondents do not see the conditions in square brackets):

“Are you self-employed?” [If yes:] “What is your income from self-employment?” [If no:] No follow-up
question.

“Do you own any Treasury bonds?” [If yes:] “What is the total value of the bonds you own?” [If no:] No
follow-up question.

4.7 Using monetary incentives and real stakes questions

Monetary incentives for truthful revelation. The use of monetary incentives for truthful revelation, as
a possible solution to several biases, merits a discussion. These are incentives that reward accurate answers
or particular behaviors, above and beyond the reward respondents receive for taking the survey overall.

Monetary incentives can really only be used when there is a “true” answer that the researcher knows and
may encourage truthful responses. A shortcoming is that answers to such questions may sometimes be easily
searchable on Google. It may be complicated to reward more complex elicitations, such as probabilistic
beliefs without making the scoring rule and incentive structure too difficult to understand.

Monetary incentives can be used in settings where ideology or motivated beliefs shape answers (Bullock
et al. (2015), Prior et al. (2015), Peterson and Iyengar (2021)). For instance, they can reduce the partisan
bias in beliefs about the current unemployment rate (Peterson and Iyengar, 2021).

Overall, the evidence on the effectiveness of monetary incentives is mixed, with few papers finding strong
differences in the answers to incentivized and non-incentivized questions (see a review of papers in Appendix
A-3.3.1). However, this finding does not mean that the use of monetary incentives is useless. More trivially, it
may be that the incentives used are not large enough to make a difference. More substantially, a randomized
use of monetary incentives can provide a valuable test for whether beliefs are held confidently and whether
respondents are already giving their best guess (see Alesina et al. (2022)).

Real stakes questions. One common critique related to surveys is that they only capture self-reported
behavior but not real outcomes. Researchers have found innovative ways to overcome this criticism, using
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so-called “real stakes” questions. While monetary incentives for truthful revelation foster respondents to
give accurate answers, real-stakes questions can be used to lend credibility to self-reported attitudes, policy
views, and a range of beliefs. Commonly used techniques include petitions related to the issue of interest
(e.g., a petition to foster action on climate change in the survey on climate change attitudes in Dechezleprêtre
et al. (2022)), donations to particular charities or cases related to the topic of interest (e.g., charities to help
the poor as a measure of preferences for redistribution in Alesina et al. (2022)), and making respondents
“spectators” in the survey, as discussed next. Appendix A-3.3.2 provides examples of real-stakes questions
from several papers.

Making respondents spectators. One way to make respondents internalize their self-reported choices is
to make them “spectators” in the survey, whereby they observe the actions or choices of other respondents
(the “stakeholders”) and are asked to allocate rewards to them (Alm̊as et al., 2020; Fisman et al., 2020).
Oftentimes, respondents are told that their choices will be implemented with a certain probability (below
100%), which is done to economize on research funds. Spectator experiments are survey experiments where
the characteristics of the situation witnessed by the spectator respondents are varied randomly. Appendix
A-3.3.3 reviews some papers that make respondents spectators in order to provide them with real stakes in
their choices.

5 Response Biases

This section reviews methods for detecting, minimizing, and dealing with different response biases that can
arise in surveys.13 Sources of biases include the respondents’ behavior (e.g., carelessness or social desirability
bias), the content of the question (e.g., leading questions), the design of the questionnaire (e.g., the order of
questions that can induce priming), and the characteristics of the survey situation itself (e.g., experimenter
demand effect). The section covers biases related to the choice of answer options that are unrelated to their
content (moderacy bias, extreme response bias, and ordering bias), acquiescence bias, experimenter demand
effect, and social desirability bias.14 The first line of defense against these biases is, once again, proper survey
design. Good design avoids inducing biases (e.g., by using neutral rather than slanted questions) and reduces
survey fatigue and annoyance, which can exacerbate the likelihood of all these biases occurring. Accounting
for these biases may be particularly important in cross-country studies and when comparing different groups
within a country, since the tendency to respond in a given way may vary across cultures and within-country
by socio-economic and other factors.

5.1 Biases in answer selection: Moderacy, extreme response, and response or-
der biases

There are three biases related to systematically picking a given type of answer option regardless of the
content of the question (Bogner and Landrock, 2016). They may occur out of satisficing or carelessness.
Krosnick et al. (1996) suggest that these biases occur as respondents “for reasons of low motivation, low
cognitive abilities, or high task difficulty [...] wish to simplify the cognitive response process.” They may
also be natural consequences of how we process information based on the serial position of alternatives and
their visual presentation.

• Moderacy response bias is the tendency to respond to each question by choosing a category in the
middle of the scale.

• Extreme response bias is the tendency to respond with extreme values on the rating scale.

13This section is not about psychological biases in general (e.g., lack of understanding of probabilities, overestimation of rare
events, other fallacies, etc.). It is about biases precisely due to the survey setting or question design.

14This is not an exhaustive list of biases, but it does cover the most important ones. Other biases include hostility bias
(responses due to feelings of anger from the respondent, e.g., if forced to complete a long survey or the questions are upsetting)
and sponsorship bias (whereby a respondent is influenced by the perceptions of the person or organization conducting the
survey), which are addressed by similar methods to the ones discussed related to social desirability bias (Section 5.3) and
experimenter demand effect (Section 5.5), as well as the general advice on question design in Section 4 and recruitment (Section
2.3).
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• Response-order bias is when the order of response options in a list or a rating scale influences the
response chosen. The primacy effect occurs when respondents are more likely to select one of the first
alternatives provided and is more common in written surveys. This tendency can be due to satisficing,
whereby a respondent uses the first acceptable response alternative without paying particular attention
to the other options. The recency effect occurs when respondents choose one of the last items presented
to them (more common in face-to-face or orally presented surveys).

Detecting these biases is not easy. A given answer pattern can arise because of carelessness combined with a
particular reaction (e.g., picking the “middle option” versus “picking the first available option”) or because a
respondent may legitimately have extreme or uninformed/neutral views on a given topic. Incidentally, these
biases can be difficult to disentangle from each other. For instance, systematically picking the first answer
option (order bias) may look like extreme response bias, depending on the content of these answer options
and their ordering (the first option may systematically be an extreme one), especially in the case of ordinal
closed-ended questions. Nominal closed-ended questions are most likely to be prone to order bias.

Possible solutions. Solutions for detecting and correcting these biases come in three shapes: design
solutions, reduced-form solutions, and model-based solutions. Design-based solutions, described in the best
practices in Section 4, involve keeping the cognitive burden to a minimum to reduce the risk of satisficing.
Customized scales and answer option scales with differentiated options are essential. For instance, 3-point
answer scales will almost mechanically lead to situations that look like extreme response bias or moderacy
bias because there are too few differentiated options. You should not eliminate a truly neutral middle option
for fear of moderacy bias. Instead, informative options should reduce the likelihood that respondents pick
middle answers due to a lack of alternatives.

Reduced-form solutions involve constructing an index measuring the extent of each problem for a given
respondent. For extreme response bias, an easy method is to build an extreme response sum-score (ERS)
index (Johnson et al., 2005). For each variable potentially subject to the bias, you can create a dichotomized
variable equal to one if the answer is an extreme value and equal to zero if not, and then sum these variables.
The ERS sum-score index could potentially serve as a control in the analysis. The validity of such reduced-
form approaches is greater if the underlying items are not too similar in content. Otherwise, such measures
mix substantive issues with bias, as it could well be that the respondent has extreme views on a set of closely
related topics. Similar approaches can be taken for moderacy bias. For each of these biases, there can also
be specific sets of questions designed to explicitly measure them (e.g., ask about unrelated issues and see
whether respondents select similar options despite the differences in content). Still, such questions increase
the survey’s burden and can appear weird to respondents.

Model-based solutions consider the response style, substantive factors, and content of each question.15

Specific solutions for response order bias. There is a range of solutions specifically for response-order
bias.

• Avoid long response lists. Response order bias is more likely to occur when respondents need to read
through long lists of alternatives.

• Use seemingly open-ended questions as suggested by Pasek and Krosnick (2010). These questions
separate the question stem from the response alternatives with a short semantic pause to encourage
individuals to stop and think before answering the question, almost as if they were answering an open-
ended question. For instance, instead of asking, “If more revenues were needed to finance transfers to
low-income households, would you rather that the personal income tax or corporate income tax were
increased?,” response order effects can be reduced by asking, “If more revenues were needed to finance
transfers to low-income households, which tax would you rather increase? [Implicit pause] Would you
rather increase the personal or corporate income tax?”

15Examples of such models include the item response (IRT) as in De Jong et al. (2008); the multiple-groups confirmatory
factor analysis (CFA) used by Byrne (1989), Byrne et al. (1989) and Jöreskog (2005); the multi-group structural equation model
(SEM) developed by Cheung and Rensvold (2000); and the latent class factor analysis used by Morren et al. (2011). Billiet and
McClendon (2000) and Welkenhuysen-Gybels et al. (2003) develop an SEM specification to correct for acquiescence bias, but
this is not applicable for ERS as the relationship of the response outcome with the response style is non-monotone.
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• Randomize the order of response options for questions with unordered (nominal) response options or
invert the order for ordinal questions. This is mainly to detect rather than to solve for response order
bias and could trap even nonbiased respondents who try to answer survey questions efficiently if they
are caught by surprise by a different order.

• Prefer forced-choice response formats to check all response formats (see Section 4), i.e., essentially
asking respondents to evaluate each response option rather than a list of alternatives.

5.2 Unintended question order effects

Why do question order effects occur? To deal with unintended question order effects, it is useful to
consider why they arise in the first place. We can distinguish between “Cognitive-based order effects” and
“Normative-based order effects” (Dillman et al., 2014). Cognitive-based order effects include i) priming, i.e.,
bringing to mind content that becomes more salient in subsequent questions; ii) carryover, i.e., answering
two questions that appear related using similar criteria and thought processes;16 and iii) anchoring, i.e.,
applying a standard to one question shapes the standard applied to a second one.

Normative-based order effects include the wish to appear: i) evenhanded or fair, so that respondents
will adjust their answers when asked about two different situations, groups, policies, etc. (and answer
differently than if they had been asked about only one of them or in a different order); ii) consistent,
whereby respondents would prefer that answers to a later question are consistent with answers to the first;
and iii) moderate, whereby respondents who try not to appear extreme will tend to reject some items and
support others. The literature distinguishes between “assimilation,” i.e., making answers across questions
more similar than they would otherwise be, and “contrasting,” i.e., making answers more different. In
general, it is difficult to pinpoint the direction of the induced bias without further case-specific information.

Possible solutions. First of all, it is important to consider the order of questions when designing the survey
carefully. There is no general solution, but you must be aware of these effects. If you worry about order
effects and it is possible to vary the order of questions without destroying the logical flow of your survey, it
makes sense to randomize the order of individual questions or question blocks. However, be aware that later
questions suffer more from survey fatigue, so try not to conflate order randomization by shifting the questions
or blocks too far across the survey. Suppose you worry about order effects between two questions and want
to prevent respondents from associating them together. In that case, you should try to visually dissociate
them, e.g., on different survey pages or spread them out in the questionnaire. The design of the survey with
order effects in mind is bound to be an iterative process: once you have focused on arranging questions to
reduce order effects, make sure you have not disturbed the logic and consistency of the questionnaire.

5.3 Social desirability bias and solutions

Social desirability bias (SDB) typically stems from the desire of respondents to avoid embarrassment and
project a favorable image to others, resulting in respondents not revealing their actual attitudes. The
prevalence of this bias will depend on the topic, questions, respondent, mode of the survey, and the social
context. For instance, in some circles, anti-immigrant views are not tolerated, and those who hold them may
try to hide them. In other settings, people express such views more freely.

Social desirability bias in online surveys: some general issues. Overall, there are some general issues
to take into account. The setting of online surveys likely minimizes SDB because there is no surveyor in
front of the respondent or on the phone. The “social context” equivalent in an online survey relates to i)
the revealed identity of the surveyor or entity running the survey; ii) the level of anonymity provided to the
respondent; and iii) the knowledge of what questions will be used for. These three aspects can be controlled
and tested for. Regarding the identity of the surveyor, it is important to be very aware of what you reveal
to the respondent (e.g., “non-partisan researchers” versus “researchers from the Economics Department at

16An example from Dillman et al. (2014) is that when people were asked “How would you describe your marriage?” and
“How would you say things are these days?” answers to these two questions varied greatly depending on which was asked first
because of carryover effects.
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Harvard”) and, more generally, to consider the issues raised about recruiting respondents in Section 2.3.
Both i) and iii) can be tested thanks to questions at the end of the survey, asking about the attitude towards
the surveyor or entity (Do respondents think they are biased in a particular way? Do they have favorable
or unfavorable views of them?) and questions about the perceived purpose and intent of the survey.

Respondents should be assured of complete anonymity in the survey landing and consent page (see
Section 2.3). However, if your survey contains sensitive questions, it can be helpful to re-emphasize that
their answers are confidential and anonymous before asking a particular set of questions. You can strategically
place sentences such as “As a reminder, all of your answers on this survey are confidential and anonymous”
before sensitive questions. However, do not overdo this as it has diminishing returns if used more than once
or twice in a survey. More generally, you will need to be careful not to have too many sensitive items as no
method can prevent SDB in that case. These items must be placed strategically in your survey (see Section
4.6).

The methods to deal with SDB reviewed below have some disadvantages. Some may only help if SDB
arises out of the wish to appear in a certain way to the surveyor or others and not be effective in reducing
SDB that is due to self-image concerns. As a general rule, the less directly respondents have to answer a
problematic question, the more you can minimize the self-image bias. Furthermore, some questions may be
too sensitive, and no method may work. Some of these methods can only identify group-level distributions
in the answers to the sensitive questions but not respondent-level responses (only probabilistically). Some
methods involve questions that are hard to understand and involve lengthier instructions, which respondents
may find strange and confusing. For some questions, respondents need to understand the procedures and
underlying logic to understand they are protected and trust the anonymity. Regardless, even with these
methods, some may be reluctant to answer sensitive questions. Respondents may still worry that surveyors
can infer their views (particularly in randomized response technique or crosswise technique). I now describe
several methods to dampen SDB and provide examples.

5.3.1 Randomized response technique

The randomized response technique uses a randomization device, such as a coin flip, for which only the
respondent sees the outcome. The outcome of the randomization determines which question a respondent
needs to answer or how they are instructed to answer (e.g., using a predetermined response or a given
expression) in a way that hides their individual response. By knowing the probability of each random event,
the researcher can guess the true proportion of a socially-undesirable behavior, even if they do not know the
realization of the event. There are several variations of this technique, as described in Blair et al. (2015).

Mirrored questions were introduced by Warner (1965). The basic idea is to randomize whether or not a
respondent answers the sensitive item (Statement A below) or its inverse (Statement B). The setup is such
that a random event will occur with probability p (which should not be equal to 1/2 for Yes/No questions,
or else, the probability of answer options is not identified). The surveyor will not know whether event A
occurred or not. If the event occurs, respondents answer question A. Otherwise, they answer question B,
which is the inverse of A.

Example: On your screen, you will see a virtual dice. Click on it to roll the dice. If the number on the
dice is 1, 2, 3, or 4, please respond whether Statement A is true or false for you. Otherwise, please
respond whether Statement B is true or false for you. Only you can see the number on the dice.

A I have underreported some of my income in my federal income tax return at least once.
B I have never underreported any of my income in my federal income tax return.

□ True □ False

A shortcoming of this approach is that both questions are sensitive in nature, which may worry the respon-
dent. The unrelated question design below alleviates this concern.

Forced-response questions were developed by Boruch and Cecil (1979). Randomization determines
whether a respondent truthfully answers the sensitive question or simply replies with a forced answer, “yes”
or “no.”
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Example: On your screen, you will see a virtual dice. Click on the dice to roll it. Once you have rolled
the dice, you will see a question. For this question, you should answer yes or no, but you need to
consider the number of your dice throw. Only you know this number. If 1 shows on the dice, answer
no, regardless of your true opinion. If 6 shows, answer yes. But if another number, like 2, 3, 4, or 5
shows, please answer truthfully to the question below.

Have you ever underreported any of your income in your federal tax return?

□ Yes □ No

This design is also relatively simple to understand, but the respondent may still worry about answering “yes”
in some circumstances.

The disguised response technique, developed by (Kuk, 1990). For this technique, “yes” and “no” are
replaced with more innocuous words such as “red” or “black” to address the worry that respondents may
still feel uncomfortable directly saying “yes” or “no” for sensitive questions.

For instance, the randomization device consists of two stacks of cards with both black and red cards. One
stack is designated to be the “yes” stack (e.g, the right one), and the other is the “no” stack. In the “yes”
stack, the proportion of red cards is p, whereas in the “no” stack, it is 1−p (different from 0.5). Respondents
are asked to draw one card from each stack and keep them hidden. Instead of answering “yes” (“no”) to a
sensitive question, they are instructed to name the color of the card that came from the stack representing
their answer. Such a design could be mimicked (with the help of some coding) in an online platform too.

The unrelated question design, developed by Greenberg et al. (1969). In this design, randomization
determines whether a respondent needs to answer a sensitive question or an unrelated, nonsensitive question.
Unlike the other designs, this design introduces an unrelated question to increase respondents’ confidence
that their answer is hidden. It also allows for quantitative questions.

Example: There is an urn with balls on the screen. Some balls are black and others are white. Please
press the button, which will randomly draw out one ball, and take note of what color it is. Do not
report the color.
If you took a black ball, please answer the following question:

Have you ever under-reported any of your income in your federal tax return?

If you took a white ball, please answer the question:

Is your birthday in May, July, or August?

□ Yes □ No

Ultimately, the choice of technique depends on how sensitive the question is, and a pilot can be very helpful
in testing which responses generate the least reluctance. Open-source software can help with randomization
devices.

5.3.2 The unmatched count technique or list experiment

In a list experiment, there are (at least) two groups: a control and a treatment. Each group is given a list
of items: the control group receives control items only, while the treatment group receives the control items
plus a sensitive item. Each group is asked to answer a question that involves counting how many of the
items in the list apply to them. By comparing the difference in the mean number of items reported by the
control and treatment groups, the researcher can infer the prevalence of the sensitive item.17

17These methods were developed by Miller (1984) and Raghavarao and Federer (1979).
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Example: (Note that the control group receives the lists without the sensitive item)
How many of the following statements apply to you? You do not need to tell us which ones, just how
many:

1. My shoe size is below 10
2. I know how to ride a bike
3. I have a brother or sister
4. I have under-reported my income occasionally [sensitive item]
5. I like doing crosswords

Of the following four (five) statements, could you tell us how many of them upset you? We do not
want to know which ones, just how many:

1. The government not doing enough to address climate change
2. CEOs earning much more than the average worker in their company
3. That inflation is so high
4. That the legal drinking age is 21
5. A black woman being vice-president [sensitive item]

Double list experiment. In a double list experiment, there are two such lists, with the same sensitive
item (possibly slightly paraphrased). Baseline lists refer to all items excluding the sensitive one. Let’s use
this example from the 2008–2009 American National Election Studies (ANES) Panel Study. One randomly
chosen group, Group 1, will be asked about two lists: Baseline List A (without the sensitive item) and List
B with the sensitive item. The other group, Group 2, will receive baseline List A with the sensitive item
appended and Baseline list B. Therefore, Group 1 will serve as a control group for Group 2 with regard to
List A, and Group 2 will serve as a control group for Group 2 with regard to List B.

Example: Below are four items. Please tell us how many of them you dislike. We do not need to know
which ones you dislike, just how many.

Baseline List A:

1. Listening to music
2. Making it legal for two men to marry
3. Teaching intelligent design along with evolution in public schools
4. Getting a phone call from a telemarketer

Baseline List B:

1. Watching movies
2. Making it legal for two men to form a civil union
3. Teaching creationism along with evolution in public schools
4. Being a garbage collector

Sensitive item: A black person becoming president

Double-list experiments have more complicated designs and potentially higher cognitive burden, but they
can increase precision and reduce standard errors.

Design advice. Question design remains important even with these methods. In particular, the options
should not sound “shocking” or too sensitive. The list experiment works best when the answer to the sensitive
question is “No” rather than “Yes” (Coffman et al., 2017). Furthermore, you should be careful not to have
floors or ceilings (i.e., as when the answers to all non-sensitive items are likely to be either “yes” or “no”).
This means avoiding the use of many high-prevalence nonsensitive items, which could create ceiling effects,
and the use of many low-prevalence nonsensitive items, which could create floor effects. If respondents are
aware that all the nonsensitive items have a low prevalence, they may become concerned about the level of
privacy protection and hide their true answers to the sensitive item. In other words, you need to avoid too
many low-variance items (high prevalence or low prevalence). Moreover, lists should not be too short because
short lists will also tend to increase the likelihood of ceiling effects. Longer lists will lead to estimators with
higher variance, but this can, to some extent, be alleviated by making sure some non-sensitive items are
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negatively correlated (Glynn, 2013). These types of techniques may require a larger sample size for sufficient
precision (as they are, essentially, estimating treatment effects).

5.3.3 Cross-wise technique

In the cross-wise technique (Yu et al., 2008), a sensitive question is paired with a non-sensitive question, the
answers to which have a known distribution. Respondents are asked to answer the questions jointly, namely
to select between two options. Option A: the answers to the questions are both yes or both no, and Option
B: the answer to one question is yes, and the answer to the other one is no.

Example:
Sensitive question: When filing your income tax return, have you ever not reported some income that
you got during the year and were supposed to report?
Non-sensitive question: Is your mother’s birthday in January, February, or March?

□ “No” to both or “Yes” to both.
□ “Yes” to one, “No” to the other.

The advantage of this technique is that no randomization device is required and it may, thus, be a bit easier
for respondents to understand. Respondents also do not need to answer the sensitive question directly, which
may better help overcome SDB due to self-image concerns.

5.3.4 Face-saving language

Another method to cope with SDB is to frame questions in a way that normalizes the sensitive behavior or
that includes face-saving alternatives to signal the surveyor’s acceptance of the sensitive behavior ((Persson
and Solevid, 2014)). An example of normalizing the behavior in a question related to voting is: “Many people
feel that they have little time to get engaged in societal and political issues. Have you been able to do any of
the following things in the last 12 months?” A neutral formulation would be “There are many ways to engage
in societal and political issues. Have you engaged in any of the following activities to express your political
opinions in the last 12 months?” A socially desirable phrasing is “It is important for a well-functioning
democracy that many people actively participate in societal and political issues. Have you engaged in any of
the following activities to express your political opinions in the last 12 months?” (examples from Persson
and Solevid (2014)).

Another possibility is to add answer options with face-saving alternatives. For instance, rather than just
having the options “Yes, I voted” and “No, I did not vote” in a question on voting behavior, there could
be options such as “I usually vote but I was not able to in the last election” (Belli et al., 1999). Adding
this option is likely to increase the accuracy of your voting measure since fewer respondents will now report
they voted when they did not. When analyzing your data, respondents picking this option will be treated
as having ”not voted,” but including it has the benefit of increasing the accuracy of the “yes” responses.

A related approach involves giving respondents a chance to explain their choices and, thus, a psychological
“way out” from social desirability pressures (Krupnikov et al., 2016). For instance, you can tell respondents
that they have the option of explaining their answers and choices and providing an empty text box for this
purpose (see Krupnikov et al. (2016) in the context of explaining whether they would vote for a Black or
female candidate). Finally, you can include reassuring language as in Fisman et al. (2020) such as “there is
no right or wrong answer.” These strategies can reduce SDB but do not allow measuring it directly. If you
are interested in measuring SDB, you could consider randomizing the use of face-saving language.

5.4 Acquiescence bias

Acquiescence is the tendency to answer items in a positive way regardless of their content, for instance,
systematically selecting categories such as “agree,” “true,” or “yes” (Billiet and Davidov, 2008).

There is evidence that acquiescence bias correlates with difficult questions, survey fatigue, and lack of
knowledge or interest in a topic (Krosnick, 1999). Answering in a positive manner may be a way out at a
low cognitive cost for the respondent and requires less effort than having to think of the pros and cons of
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an issue. It is debatable whether it represents an individual trait or is rather due to the question or survey
itself.18

Possible solutions to acquiescence bias. Some of the ways to prevent acquiescence bias were already
covered in the question design in Section 4.

• Do not ask ambiguous, unclear, or complicated questions. Respondents may be tempted to “agree” as
an easy way out instead of trying to guess what you mean.

• Ultimately, the most robust way to decrease the likelihood of acquiescence is to avoid questions of
the type “agree-disagree,” “true-false,” and “yes-no” (Krosnick, 1999). Instead of such agree-disagree
questions, ask questions with direct, item-specific scales, in which the categories used to express the
opinion are precisely adapted to the item. For instance, instead of asking “Do you agree or disagree
that your health is good?” with answer options [agree completely, agree somewhat, neither agree nor
disagree, disagree somewhat, disagree completely], change the question to “How would you rate your
health?” with answer options [Very bad, Bad, Neither good nor bad, Good, Very good].

• Instead of yes-no and true-false questions, change the type of question to offer answer options that
include all possible views: For example, instead of asking “Do you think that student loans should be
forgiven for everyone?” [Yes, No], you could ask “Do you believe that student loans should or should
not be forgiven for everyone? [They should be forgiven, They should not be forgiven]”.

• In the case of bipolar questions, you should always use a balanced scale that includes equal numbers
of positive and negative options.

• You can consider having two versions of fundamental questions in your survey, one with a positive
statement and one with a negative one, to test for bias. This only works if positive and negative items
in a scale are equally likely to be subject to acquiescence. It also requires burdensome negative or
double negative formulations, so you should use them sparingly and not one after the other. A more
general version of this advice is that if you ask for people’s opinions on some topic or issue, you could
try to have half the items phrased in a “pro” direction and the other half in a “con” direction.

• At a group level (e.g., within a country, within an age bracket, etc.), you can randomize who sees a
given question and who sees its inverse to get an estimate of acquiescence bias (see Dechezleprêtre
et al. (2022)).

• The reduced-form and model-based approaches outlined for extreme response bias in Section 5.1 can
be adapted to acquiescence bias as well (with their advantages and shortcomings).

5.5 Experimenter demand effect

Experimenter demand effect (EDE) refers to the fact that respondents who are in the treatment branch may
differentially form views about the experimenter’s expectations than those in the control group. Thus, their
responses may reflect other considerations in addition to the actual treatment effect. I would broaden that
definition to “surveyor demand effect,” which means that, more generally, respondents may feel that the
surveyor wants them to respond in a given way to some questions of the survey. In this case, the threat is
to the validity of descriptive statistics too (not only treatment effects). This section closely follows Haaland
et al. (2020) and Stantcheva (2021). Because EDE shares similarities with SDB, it is useful to think of the
general advice (related to anonymity, the identity of the surveyor, and the purpose of the survey) discussed
in Section 5.3.

Possible solutions to experimenter demand effect.

18This bias is likely more prevalent in face-to-face or phone surveys, where the surveyor may not be able to keep an entirely
neutral tone than in online surveys. Note that, unlike the experimenter demand effect below, it may not matter whether the
respondent knows the purpose of the study since acquiescence bias reflects a tendency to agree with statements, rather than to
try to please the experimenter.
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• Anonymity is one way to minimize EDE. Online surveys can relieve social pressure since respondents
are anonymous and take the survey on their computers or phones with complete privacy. Some of the
solutions to EDE can be found in the section on SDB since SDB partially stems from thinking about
what is socially desirable to the surveyor.

• Monetary incentives and real-stakes questions could help motivate respondents to answer ac-
curately. As discussed in Section 4.7, monetary incentives for truthful revelation can only be used for
questions that have a correct answer, while real-stakes questions can be used for attitudes and policy
views.

• Obfuscated follow-ups to estimate treatment effects, as suggested by Haaland and Roth (2020) and
Haaland and Roth (2021). These are follow-up studies with the same respondents as in the initial
experiment, where dependent variables are elicited to estimate treatment effects, but without the
respondents knowing that the original and follow-up surveys are related.

• Obfuscated information treatments try to obscure the purpose of the experiment. Three ways of
doing this are i) to provide respondents with additional pieces of information which are irrelevant to
the actual goal, ii) to ask respondents questions or give them tasks on unrelated issues, and iii) to give
people an unrelated (but valid) reason for why they receive the information of interest.

• Design and question wording are important, in particular the advice on neutral and balanced
framing from Section 4.

• Hiding the purpose of the experiment or the study from respondents can help alleviate EDE.
Having different blocks and focusing on different angles in the survey can help in that regard. For
instance, in Stantcheva (2021), respondents are walked through multiple different blocks that have
different foci: open-ended questions about their main concerns and shortcomings of the tax system,
factual knowledge questions, questions on the efficiency costs or distributional impacts of taxes, and,
only at the end, questions about their preferred policies. On balance, because different aspects are
touched upon, the questions do not appear to lean either in favor or against taxes.

• Measuring beliefs about the study purpose. The related idea is to measure respondents’ views
about the purpose of the study, which should be done at the end to avoid impacting subsequent answers.
It is, in general, good practice to have feedback questions and entry boxes at the end of the survey to
assess whether respondents thought the study was biased and, if yes, in which direction.

• Demand treatments explicitly introduce (possibly randomized) questions that use explicit signals of
the surveyor’s wishes and use them to measure the extent of EDE. In particular, one can compare the
answers to self-reported (more likely to be sensitive to EDE) versus real-stakes questions (less likely to
be sensitive to EDE). Allcott and Taubinsky (2015) argue that if demand effects are driving behavior
in experiments, then they should be more pronounced for respondents who are more able to detect the
intent of the study and are more willing to change their choices given the experimenter’s intent.

6 Survey Experiments

A survey experiment is simply an experiment embedded in a survey. You do not necessarily need an
experimental part in your survey. The outcomes of interest are the endogenous variables; the experimentally
manipulated conditions are the independent variables. Respondents can be part of a control group or one
of several treatment groups in which they are subject to some experimental treatment.

There are multiple benefits to survey experiments. Similar to other experiments, they allow you, in
principle, to test for and identify causal relationships. They are very flexible in their design and process and
come in many different forms described below. Because you have control over creating the questionnaire,
you can measure precisely the input and dependent variables needed. Finally, you can sample the type of
respondents most suited for your research question (e.g., sampling for range, representation, expertise, etc.)
and include a wide variety of people in your experiment.
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6.1 General considerations

Challenges in survey experiments. Survey experiments face some of the same challenges as other types
of experiments (e.g., lab or field experiments) and some specific ones. First, there is a risk of confounding (by
unobservable factors) and pre-treatment contamination (i.e., respondents may experience a similar treatment
outside of the experiment, which means that the treatment and control groups will not show as marked
differences in outcomes, even if the underlying causal effect of the treatment on the outcome exists).

The problem of Information Equivalence is more specific to survey experiments. Different respondents
can interpret an experimental intervention designed to shift beliefs or information sets differently, resulting
in them de facto experiencing a different treatment (Dafoe et al., 2018). In other words, an experimental
treatment meant to trigger a given construct A could also trigger an unintended one B. Suppose B is not
experimentally manipulated or held constant at the level of analysis in the experimental design. In that case,
we cannot disentangle the effects of A and B on the outcome. In the case of survey experiments, a treatment
might unintentionally create associations with correlated elements from the respondents’ real life, preventing
us from estimating the effect of the manipulated factor separately from that of the confounder. An assump-
tion required to estimate the causal impact of a given factor of interest is that the survey manipulation
is information equivalent with respect to the background features of the scenario. However, manipulating
respondents’ beliefs about a given factor will often affect their beliefs about other background factors in
the scenario too. An example given by Dafoe et al. (2018) is that labeling a country “a democracy” affects
respondents’ beliefs about where the country is located and about its demographic characteristics. Infor-
mation equivalence is similar to the exclusion restriction in IV. As a result, it is generally difficult to use a
survey treatment as an IV for an endogenous variable.19 More often than not, we focus on the reduced form
of the treatment on outcome variables.

An additional concern in survey experiments is whether the treatment is supposed to mimic a real-world
treatment, e.g., the information we could see in the media, or whether it is more abstract. External validity
is also a concern based on the sample composition and setting (see Section 2).

Different types of survey experiments. There are many different types of survey experiments. In
brief, we will cover the following: Information treatments work by correcting or expanding respondents’
information via learning and updating. Priming treatments activate certain mental concepts or mindsets or
make certain features more salient than others. Vignette designs and factorial experiments modify various
attributes of the choice context in a controlled manner to study their impacts on judgment and behavior.

Design choices. Regardless of your treatment type, you need to make some decisions on design, particularly
on two interconnected issues: Will you use a between or within-respondent design? When will you measure
your dependent variable of interest: before, after, or both before and after the treatment?

Between-subject designs are those in which each respondent is only subject to one experimental condition.
For example, a treatment group sees one video, and the control group sees no video. In within-subject designs,
each respondent is subject to multiple experimental conditions (not necessarily all). The only difference
between the groups is the order in which the conditions are administered, which allows researchers to rule
out confounds between time and the treatment. For instance, both groups see the video, but at different
points in the experiment.

There can be multiple dependent variables of interest. In information or pedagogical experiments (and
sometimes in other types of experiments too), there is an extra consideration: there are dependent variables
that can be labeled “first-stage” variables, i.e., the belief, information, or knowledge that your treatment
is trying to shift (e.g., the perceived share of immigrants in the respondent’s country), and “second-stage”
variables, which are dependent variables influenced by those first-stage ones (e.g., policy views such as
whether there should be more immigration). Another example comes from Stantcheva (2021). The perceived
mechanisms of income taxes (their efficiency effects or distributional impacts) are first-stage variables. In
contrast, the preferred level of the top income tax rate is a second-stage variable.

19This is not that different from field RCTs or other types of treatment.
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Figure 2: Different types of experimental designs (Clifford et al., 2021)

Figure 2 illustrates different experimental designs. Each group of two rows is one experiment, and each row
represents a randomization branch within the experiment, denoted by groups 1 and 2. Treatment refers to
when the respondent is exposed to treatment. Measurements of the dependent variables are represented
by the letter O; Q denotes measurements of closely related but not identical variables. Note that the
measurements O and Q can represent measurements of the first- or second-stage variables or both.

The first three experimental designs represent between-respondent designs. In the Posttest design, which
is very standard, one group is exposed to treatment, the other one is not, and the dependent variables
are measured after the treatment only. The dependent variables are measured twice, before and after the
experiment, in the Prepost design. In the Quasi-prepost, the dependent variables are again measured before
and after, using similar rather than identical elicitations. Furthermore, one can imagine variations on these
designs for information and pedagogical experiments, where, e.g., first-stage variables are measured before
and after (prepost or quasi-prepost) while second-stage variables are only measured after the treatment
(posttest). The Within design subjects the two groups to the same treatment but at different points in
time and measures the dependent variables twice (and at the same time) for both groups. A within-subject
design makes the most sense with prior measurement of the outcome variable for at least one group (e.g.,
measurement O3 for group 2).

In general, eliciting posterior first-stage variables (after the treatment) is advisable. It is the only way
to get an actual first stage of your treatment and see if it worked; and, if yes, by how much. Furthermore,
it is often of interest per se to estimate the effects of information on these first-stage variables (e.g., on
knowledge), the direction and speed of learning, and the updating that people do.

There are also benefits of eliciting prior first-stage variables (before the treatment). First, this allows you
to estimate heterogeneous treatment effects based on the prior value of the dependent variable. In particular,
you will be able to check whether treatment effects are larger for those who, given their baseline values of
the dependent variable, de facto received a larger shock from the treatment. It can also increase statistical
power in conjunction with post-measures (this is true for the measurement of second-stage variables too).

Dependent second-stage variables always have to be measured (at least) post-treatment. The question is
whether you need to measure them pre-treatment too. Pre-treatment measures can add precision since they
allow you to filter out an individual fixed effect and the tendency of a respondent to respond in a given way.
As a first pass, a substitute is, of course, to control for covariates (measured pre-treatment only ideally) that
are relevant.

39



Yet, for both first- and second-stage variables, there are concerns about asking twice: i) “consistency
pressures” may prompt the respondents to answer similarly pre-and post-treatment. Yet, it is possible to ask
similar, but not identical, questions to avoid making the inconsistency salient and to vary the question format.
ii) Asking “twice” about the same thing may also lead to more experimenter demand or social desirability
bias if it makes the respondent more aware of the topic of the experiment. iii) Related to this, the biggest
worry is perhaps that, by asking these questions, you are already priming respondents to think about the
topic, and priming in itself may not be neutral. iv) More elicitations also mean more time commitment
for the respondents, increasing survey fatigue and cognitive load and potentially leading to the problems
discussed in Section 3. The tradeoff will generally depend on the topic and on how sensitive and prone to
priming, experimenter demand, and social desirability bias it is. If performing a prior measurement, it may
be advisable to use similar but not identical questions.

Some of the benefits and shortcomings of the within-subject design, since it often goes hand-in-hand
with measuring dependent variables before and after the treatment for at least some respondents, are the
same as for the elicitations just discussed (e.g., they increase statistical power). In addition, a within-subject
design lets you control for time and duration effects or order effects in the survey itself. In Figure 2, if
the order of conditions were not randomly assigned, there would not be two distinct experimental groups,
and any effect of time or repeated measurement of the dependent variable would be confounded with the
treatment. Because respondents receive multiple treatments, they may require smaller samples to achieve
sufficient power.

For any of these designs, a good elicitation of first- and second-stage variables goes through proper
question design, as explained in Section 4.

6.2 Priming treatments

Priming treatments activate mental concepts or mindsets through subtle situational cues. Typical priming
techniques include actively prompting subjects to think about specific concepts or, more subtly, subjecting
them to visual or other stimuli. Researchers can use priming to measure implicit attitudes without the
respondent knowing what is being measured. This lack of awareness makes measured effects less likely to be
distorted by the biases described in Section 5. In the context of priming experiments, the goal is to trigger
the relative salience of a concept and mindset to measure its causal effect on outcome variables of interest.
Priming treatments can extract relationships between different constructs even when the respondent may not
be aware these relationships exist. Cohn and Maréchal (2016) review the literature on priming in economics,
and Bargh and Chartrand (2014) offer a theoretical framework and review the literature in psychology.

Mechanism and theoretical aspects. Priming can change the relative weight (or salience) individuals
attach to the primed concept at a given moment (Cohn and Maréchal, 2016). Hence, priming acts differently
from more explicit treatments such as information treatments, since it exploits a subconscious exogenous
increase in salience with respect to the primed element. Often, priming is concerned with unintended
effects of environmental forces on feelings, behaviors, and attitudes, which individuals may not be aware of.
Following Bargh and Chartrand (2014), experiments can focus on: i) conceptual priming, which activates
mental concepts in one context so as to induce mental representations that are used subconsciously in
subsequent contexts, or on ii) mindset priming, which primes a given way of or procedure for thinking (i.e.,
a “mindset”) by having the participant actively use that procedure. For instance, Cohn et al. (2015) prime
financial professionals to think in a risk-averse way (a risk-averse mindset), while Alesina et al. (2022) prime
respondents to think about immigration (a concept). Some experiments prime “identity” by highlighting
specific groups the respondent is part of.

Two channels through which priming works are accessibility, i.e., by making some features more salient,
knowledge stored in memory can be reactivated for a judgment task, and applicability, the degree to which
the presented stimulus or stored knowledge is perceived as applicable to another context (Althaus and Kim,
2006). Scheufele (2000) describes the theoretical difference between priming and framing, arguing that
the former works through the channel of accessibility, while the latter works through prospect theory (i.e.,
leading to a different cognitive scheme to interpret the issue). For instance, framing may change the criteria
according to which a policy is judged.

40



An important distinction to keep in mind when priming is that certain dimensions may be context-
dependent, while others are hardwired in how we think. This can explain why certain priming interventions
work (as they act on the dimensions that are context-dependent) and others do not (as they act on those
that are hardwired). In other words, certain dimensions of our thinking, identity, or mindset are already
salient before the priming treatment. If the treatment tries to emphasize them, it may be difficult to detect
an additional effect. If the treatment tries to dampen them, it may not produce meaningful change.

Types of priming. Priming can rely on different textual, audio, or visual modes. Some types of priming
techniques used in the literature include:

• Slanted questions. Kuziemko et al. (2015) prime respondents to think negatively about the gov-
ernment by asking them questions about issues they dislike, such as the Citizens United Campaign or
the Wall Street bailout. Stantcheva (2022) primes respondents to think about their benefits and costs
from international trade as consumers versus employees, by asking them a series of questions about
how trade has impacted their consumption and labor market experience.

• Order randomization/changing order of questions. This is done for instance in Alesina et al.
(2022), who randomize the order in which respondents are asked questions about immigrants versus
questions about redistribution to test the effect of immigration perceptions on views on redistribution.

• Use of words or names with different connotations. One method of priming is presenting
respondents with hypothetical scenarios, in which the names of the people are varied. Names are
chosen so as to evoke specific ethnicities or nationalities (e.g., Alesina et al. (2022) randomize the name
of immigrants used in hypothetical examples). One can also use words with different connotations,
without the respondent being aware of this. For instance, Merolla et al. (2013) test whether support
for the DREAM act and birthright citizenship changes when the questions refer to immigrants as
“unauthorized,” “undocumented,” or “illegal.”

• Varying the illustrations and images shown alongside the information. Another priming
method involves showing respondents the same information, but with different illustrations. For in-
stance, Kuziemko et al. (2015) provide respondents with information about the (low) share of house-
holds who pay the estate tax. However, respondents who receive this information are split into two
treatment groups. One group has a picture of a mansion on the page, alongside the information, while
the other does not (see Appendix Figure A-8). Thus, respondents who see the mansion picture are
primed to think about the lifestyles of the wealthy, while also receiving information, and the differential
treatment effect between these two groups can be attributed to that prime. Brader et al. (2008) prime
the racial identity of immigrants by presenting respondents with a pseudo-article from the New York
Times about an immigrant, varying the appearance of the immigrant depicted in the picture that
accompanies the article.

• Priming through images. Specific images can be used to prime respondents. For instance, Israel
et al. (2014) prompts respondents to think about vacation or old age using images and text. Their goal
is to influence respondents’ time preferences and discount rates. Vacation scenes tilt time preferences
towards the present, while pictures of old age increase the discount factor.

• Priming through videos. Videos can prime respondents as well, sometimes in an immersive way.
For example, Guiso et al. (2018) make respondents watch a horror movie to test whether fear increases
risk aversion.

Note that, with some of these techniques, it may be difficult to disentangle the effect of priming from
that of information provision. A prime should ideally not lead to any learning or belief updating, since it
would then be impossible to disentangle the effect of the prime from the effect of the new information. It
is also possible to probe whether respondents are aware of the prime at the end of the survey, by asking
them about their perceived purpose of the survey and whether they noticed links between different parts.
Appendix A-4.1 provides examples of papers using different priming techniques in survey experiments. There
is a bit of recent controversy on the soundness of priming studies in the cognitive psychology literature (see
Appendix A-4.1).
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6.3 Information and pedagogical treatments

Information provision experiments exogenously change the information sets of respondents. Pedagogical
treatments are closely related but go beyond providing information and facts and provide explanations
and statements of how something works. For instance, Stantcheva (2021) explains to respondents how
progressive taxes impact different people and what their efficiency costs are; Dechezleprêtre et al. (2022)
provide explanations of how three critical policies to fight climate change can reduce emissions and benefit
households with different income levels; Stantcheva (2022) provides treatments to respondents explaining
the impacts of trade and trade policy on consumers and workers. Information or pedagogical treatments
typically allow testing for the effects of specific information on outcomes, such as policy views or individual
choices. They permit studying the impact of correcting misperceptions and checking belief updating.

Types of information and pedagogical treatments. There are many different types of information
and pedagogical treatments. Appendix A-4.2 provides a review and examples of papers using these various
methods.

• Quantitative information. Quantitative information can be precise and clear and minimize differ-
ences in interpretation across respondents. Yet, such treatments may be harder to understand and less
appealing to respondents. For instance, Alesina et al. (2022) tell respondents in one treatment group
the share of immigrants in their country and compare it to the share of immigrants in the countries
with the highest and lowest immigrant shares in the OECD. Alesina et al. (2021) show respondents
the evolution of the earnings gap between a Black man and a white man since the 1970s.

• Qualitative information. Treatments can provide more qualitative information, sometimes more
effective than exact numbers and better suited to the question you are trying to answer. Qualitative
information can also help make the treatment more homogeneous when doing an experiment in several
countries or settings. For instance, Alesina et al. (2018) show respondents from five countries an
animation on the lack of social mobility in their country. Without giving exact numbers, the treatment
nevertheless gives the impression that few children born in the bottom of the distribution will move
up in position.

• Anecdotes, stories, and narratives. Treatments can also take the form of anecdotes, stories, or
narratives. For instance, Alesina et al. (2022) show respondents in one of the treatment groups an
animation about a “day in the life” of a hardworking immigrant. Alesina et al. (2021) show a group of
respondents a video about the differences in opportunities of a white child and a Black child and use
it to explain the deeper historical roots and consequences of systemic racism.

Pedagogical treatments may provide a mix of these types of content. For instance, an explanation may be
bolstered by some concrete numbers and an example anecdote.

Form of the treatment. These treatments can be done through different media, including text, images,
audio, videos, interactive exercises, and combinations of these.

Additional dimensions of the treatment. There are some more variations in treatments to consider.

• Source of the information. Think about whether and how you want to inform respondents about
the sources of the information. In some cases, it could increase the credibility of your information.
The source per se may be part of the treatment and have its own effect. Indeed, there is evidence that
the identity of the “sender” of information in experiments matters (see a review of papers in Appendix
A-4.2).

• Information specific to the respondent. You can also adapt the content of the treatments to
be targeted to respondents, which can generate more attention and interest and be well-suited for
some questions. Kuziemko et al. (2015) show respondents where they would have been in the income
distribution had inequality not increased since the 1980s. Hvidberg et al. (2021) shows respondents
where they rank in the income distributions of several reference groups, such as their neighbors or
people with the same level of education.
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Methodological issues. There are some methodological issues to pay attention to when running informa-
tion and pedagogical treatments.

• The treatment should be relatively short. If it is a video or animation, do not force respondents to
watch it before they are able to move on from the page. If you do this, some inattentive respondents
may simply do something else while the video is running, and you will not be able to control for those
who skip the treatment. Instead, encourage respondents to watch it and record the time spent on the
page so that you can account for those that carelessly rushed through the treatment.

• Focus extensively on the design of your treatment, including the content and the format. Good
graphics and appealing visual presentation are critical, especially given the quality of images, videos,
or audio that people see every day on the web or social media. A treatment that appears poorly or
non-professionally designed may generate negative reactions unrelated to the content.20

• The treatment should have a neutral tone (even if the information itself may not be neutral) and be
easily understandable so as to avoid priming, EDE, and SDB.

• You have to be mindful of the tradeoff between respondents’ time and patience and the length and
content of your treatment. For instance, videos take time to watch but can be vivid and powerful.
Animations with text can be quicker to read and watch and can also be effective. Sometimes, simple
text is enough to convey important information. For example, Kuziemko et al. (2015) simply tell
respondents the share of people who pay the estate tax and show that this information significantly
increases support for it.

• The more sophisticated your design, the harder it may become to avoid violating information equiv-
alence and priming your respondents on some other dimension. For instance, if you want to convey
information with videos that include people, the appearance and perceived identity of people may not
be neutral. The same goes for images or audio, as explained in the section on priming treatments
(Section 6.2).

• It is critical to elicit beliefs, perceptions, attitudes, and other first- and second-stage variables properly,
which highlights the importance of the discussions around measurement from Section 4.4. Furthermore,
you must adapt your belief elicitation to your treatment. For instance, asking only qualitative questions
when the treatment conveys quantitative information may not be appropriate. Multiple measurements
for your key variables are desirable.

• Updating versus priming: Ideally, you want to ensure that your treatment works through updating
of beliefs and perceptions and not through mere priming (see Section 6.2). Common methods to
mitigate concerns about priming include i) measuring the first-stage variables (which your treatment
manipulates) prior to the experiment in both the treatment and control group, which ensures that
both groups are similarly primed on the topic of interest; ii) introducing some separation between the
experimental information or explanation provision and the elicitation of your dependent variables to
ensure that short-term priming effects have dissipated. One possibility is to elicit your outcomes of
interest in a follow-up survey rather than at the same time as the treatment. Because recontacting
respondents can be difficult (see Section 6.5), you can alternatively try to space out the experiment and
the elicitation of outcomes in your survey; and (iii) including an “active control group” as described in
more detail below.

• You can check whether respondents understood your treatment by using comprehension check ques-
tions. These questions should be adapted to address the key pieces of information in your treatment.
For instance, there is no need to make them too difficult and ask about an exact number, if all that
matters is that respondents got a general sense of the magnitudes. However, such questions are likely
to signal to respondents the topic you are studying and the effects you may be interested in. Therefore,

20Projects done ten years ago may have been very well-designed for the standards of the time, but these standards change
very fast!
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it may be a good idea to place them towards the end of your survey, or at least after eliciting your
outcomes of interest.

Active versus passive control groups. An active control group is a control group that receives different
information on the topic of interest than the treatment group(s) (see, e.g., Bottan and Perez-Truglia (2022)
who provide medical residents information on their ranking in the income distribution in different cities
using two different data sources). Because providing information takes time and attention and may generate
emotions or thoughts that are not simply due to the information content, an active treatment group may offer
a better comparison than a passive control group (that sees no information). Furthermore, since different
respondents receive different information, there may be more variation caused by the treatment even for
those with more accurate priors (i.e., the different treatments may shift the perceptions or beliefs of different
people, with more or less accurate priors). The difficulty in using active control groups is that the information
received is not neutral, so you cannot estimate the effect of the treatment group’s information per se, which
may be your goal. In addition, it may not be possible to find information that is both different enough and
yet truthful on the same variable of interest.

Related to this, you could have a “mock” treatment group that would see some unrelated information
in order to make the total survey duration identical for the control and treatment groups (different from an
active control group that receives different information on the same topic). It is essential, however, that the
information of the mock control group is truly neutral concerning the issue of interest, which can be difficult.

6.4 Factorial experiments: vignette and conjoint designs

Often also described as vignette experiments or conjoint designs, factorial experiments experimentally vary
attributes and factors in hypothetical situations. A common design involves asking respondents to make
normative judgments or hypothetical decisions in situations described in “vignettes” within which attributes
and factors vary experimentally. The randomized variation of these attributes allows estimating their causal
effect on responses.21

Types of factorial designs. Although the terminology is not clear-cut, factorial experiments can typically
come in two formats. Vignettes are short descriptions or stories that vary across experimental conditions
only along key factors of interest. They can be simple paragraphs of text describing people or situations but
can also involve much more creative designs and media formats like images and videos. Conjoint designs
often refer to tables or list descriptions of people and situations that only show attributes and their levels
and avoid additional text. They are thus more direct, do not focus on storytelling, and can make specific
features very salient. Both vignettes and conjoint designs can be in the form of “simple designs” (presenting
a single profile or situation) or “paired designs” (presenting two profiles, which the respondent needs to rate
or rank). Appendix Figure A-9 provides examples of single and paired vignette and conjoint designs.

Factorial designs can be compelling as they allow you to examine the overall effects of a factor and its
impact when presented in combination with other factors. Factorial designs are multiplicative (e.g., they
can show combinations of attributes such as race and gender). They can also have high statistical power, as
a small number of participants can evaluate many vignettes.

Benefits and challenges. One benefit of factorial designs is that they can present realistic, albeit hypo-
thetical, scenarios. They can manipulate the effects of interest and present more complex scenarios while
providing experimental variation. They allow us to test multiple hypotheses at once and to test for the
effects of multiple treatment components separately, giving room to more complex behavioral explanations.

Another benefit is that factorial designs may limit the likelihood of social desirability bias. When several
(sometimes many) dimensions vary, it may be harder for respondents to know what is being sought after.
In that sense, a conjoint design that lists characteristics may be more prone to social desirability bias than
vignettes, where characteristics can be smoothly hidden in stories.

21The use of a different type of vignettes, namely “anchoring vignettes,” is discussed in Section 4.
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One challenge of factorial designs is external validity. Would people make similar choices in “real life” as
in hypothetical scenarios? Reassuringly, Hainmueller et al. (2015) compare the results from different conjoint
and vignette designs with data from a referendum on giving foreign residents citizenship in Switzerland. They
find that paired designs perform better in terms of predicting real-world voting. One possible explanation
is that they lead to higher engagement, increase immersion, and reduce satisficing. A challenge is also
the cognitive processes involved in these experiments, which may differ from those in everyday settings.
Respondents simultaneously see different pieces of information that they may not otherwise see so clearly in
everyday settings. This can also cause cognitive overload.

Furthermore, because the experiments are supposed to represent hypothetical but real-life scenarios,
researchers must be careful to conceptually and theoretically specify all relevant dimensions to the situation
and not omit any. A frequent criticism of vignette designs is that they miss important factors relevant to
people’s choices. At the same time, the number of cases in factorial designs can quickly become large since
they are multiplicative.

Design issues and practical recommendations. Some practical recommendations are useful for design-
ing factorial experiments.

• Avoid implausible combinations. When varying many attributes mechanically, some implausible
combinations will arise but should be excluded (e.g., asking about a 30-year-old job seeker with 20
years of labor market experience).

• Keeping cognitive load manageable. Factorial designs can get tiring for respondents. Therefore,
you need to keep the number of factors tested manageable and stick to a reasonable number of tasks
(i.e., the number of vignettes or conjoint choices a respondent needs to make). There is no hard rule
here, and it will depend on how long the rest of your survey and each vignette are.22

• Randomizing conditions. There are some decisions to make when designing the randomization of
the vignettes or conjoint designs. Pure randomization is typically not ideal for experiments with many
experimental conditions and where respondents are asked to make many choices. More often, there are
ways to create different sets of conditions with better statistical and practical properties. For instance,
one can create different sets of conditions to avoid having a respondent rate the same condition multiple
times or only receiving randomizations along one dimension. “D-efficient” designs chose the sets of
administered conditions that maximize statistical power.23

• Randomization of attribute order. Within each vignette or conjoint design, you can randomize
the order of attributes to control for order effects. It is better to do this at the respondent level rather
than the question level to avoid cognitive overload (the respondent has to find information in different
orders in each task).

• Advantages of table formats. Table formats have some advantages: they allow to potentially
randomize the order in which attributes are presented on a page in a way that natural running text
cannot easily do. They may also be clearer and less tiring to read, especially if respondents are asked
to perform many choice tasks. For a comparison between the single versus paired vignette and conjoint
tables, see Hainmueller et al. (2015).

• Within-respondent design. In general, it is not advisable to have a pure between-person design,
where each person only sees one vignette or conjoint design. Instead, the within-person design lets you
control for respondent fixed effects.

• Mixed designs. In mixed designs, different groups of respondents will see different groups of vignettes.
You can then make comparisons across respondents (since they see the same set) and also within
respondents.

22Bansak et al. (2018) find that response quality does not degrade up to 30 tasks in MTurk data.
23The reasons for using D-optimal designs instead of standard classical designs generally fall into two categories: standard

factorial designs require too many combinations for the amount of resources or time allowed for the experiment, and the design
space is constrained (i.e., there are combinations of attributes that are not feasible or undesirable).
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• Improve the level of immersion of respondents by using the appropriate media. Text is simple
and may be the best choice in some settings. Images, animations, and videos can help in other settings.

• Choose the right attributes. To avoid omitting essential variables, one can either focus on an
attribute-driven approach, selecting features that are orthogonal to each other or focusing on actual
profile classes that are documented in the real world.

• Choose the setting. Particularly for vignettes, asking hypothetical questions about a setting close
to a real-world environment can help participants to feel more immersed and thus avoid satisficing.

Causal Identification. Techniques to analyze the experimental results from vignettes include variance de-
composition such as ANOVA or multilevel modeling (see Steiner et al. (2017)). One commonly used quantity
of interest in the conjoint analysis is the average marginal component effect (AMCE), which represents the
causal effect of changing one profile attribute while averaging over the distribution of the remaining profile
attributes (Hainmueller et al., 2014). For instance, a researcher may be interested in the AMCE of an immi-
grant’s ethnicity that averages over the distribution of other immigrant characteristics such as age, education,
or country of origin. Averaging over the distribution of other attributes can be more practical than condi-
tioning on their specific values if many attributes are considered. However, the AMCE critically depends on
the distribution used to average over profile attributes. Appendix A-4.3 reviews some methodological issues
related to identification in factorial experiments.

6.5 Follow-up surveys and persistence

When doing survey experiments, you may worry that the treatment effects are temporary and will not
persist. Treatment effects can dissipate for several reasons. Most worrying is that the estimated initial
impact could have been due to EDE or SDB. The techniques in Sections 5.5 and 5.3 can alleviate some of
these worries. Perhaps respondents forget a treatment that is not particularly salient or interesting. Or
maybe, for topics encountered frequently in daily life, there are other countervailing forces that dampen or
even counter the treatment’s effect. In principle, the persistence of treatment effects can be assessed using
follow-up surveys, where members of the original sample are re-contacted and asked questions related to the
dependent variables of interest, without administering the treatment again.

The degree of persistence of an experiment will depend on its type. Priming treatments’ effects which
simply change the (momentary) accessibility or salience of some beliefs are likely to dissipate back quickly.
Factorial studies have a different goal (namely understanding the marginal effect of one or several specific
features on a certain outcome in complex issues) and, per se, do not try to convey new content to the
respondent (unless combined with an information or pedagogical experiment). Persistence is thus perhaps
most relevant for information and pedagogical experiments. In this case, we may expect the effect to persist
more if the initial treatment is more powerful and interesting enough to the respondent and if it has wider
applicability, i.e., provides content that is usable in more situations. A follow-up can be useful to test for
persistence, but will not easily uncover the reasons why a treatment effect persists or not.

Recontacting the same respondents can be challenging, and the success rates will depend on the platform
you use. Table 3 reviews recontact rates across different studies and platforms and the persistence of
treatment effects. Recontact rates differ drastically depending on the survey channel and the time between
the first survey and the follow-up. Typically, to maximize recontact rates, you should think about increasing
the incentives and offering extra rewards for people to take your follow-up survey (many commercial survey
companies will do this), as well as making it as short as possible.

Design of a follow-up survey. While the follow-up survey design broadly follows the guidelines already
described here, there are two issues to pay attention to.

• Questions. The questions that are asked to assess the persistence of the effect should be identical
to the original ones to avoid measurement error. If respondents are aware of their purpose, this may
re-create experimenter demand effects and produce biased estimates.24

24One can run an obfuscated follow-up (as Haaland and Roth (2020) do) to hide the connection with the main survey.
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• Differential Attrition. Especially when the recontact rate is low, there could be differential selection
in the follow-up, causing problems similar to differential attrition (see Section 2.5 for a discussion of
attrition). The same best practice tips and possible corrections as in Section 2.6 also apply to follow-up
surveys.

7 Conclusion

Surveys offer a unique opportunity to dive into people’s minds to better understand how their reasoning,
the things they care about, and their preferences. To ensure high data quality and reliable results, it is key
to focus on proper design, sampling, and analysis. This paper offered some practical recommendations for
each step of the survey process that can hopefully help researchers across different fields make use of this
valuable approach to research.
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Figure 3: Ladder Visual Representation from Alesina et al. (2018)

Note: The ladder in this figure is designed to help respondents visualize children’s mobility across the income distribution. In the empty boxes
on the right of the ladders, respondents are asked to indicate how many children from the poorest 100 families can make it to each of the income
quintiles when they grow up. The answers must add up to 100; if they do not, respondents receive an error message and are asked to correct
them.
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Figure 4: Probability elicitation question from Luttmer and Samwick (2018)

Note: This figure shows an exercise in which respondents are asked to place balls in bins to elicit a probability distribution. In this case, each

ball represents a one in twenty chance that a specific social security benefit amount occurs.

Figure 5: Belief Elicitation (left) and Information Treatment (right), from Hvidberg
et al. (2021)

Note: This figure shows how Hvidberg et al. (2021) use a ladder and slider to illustrate respondents’ perceived versus actual position within the
income distribution of a given reference group (in this case, the respondent’s birth cohort; see Appendix A-4.2 for a description of the paper).
First, respondents are asked to indicate where they think they are in the income distribution relative to the reference group using a slider (left
panel). Then, the authors illustrate the difference between where respondents placed themselves and where the respondent actually is within
the income distribution (right panel).
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Figure 6: Pie Chart Visual Representation from Alesina et al. (2022)

Note: This figure “shows the slider and pie chart US respondents see when they are asked about their perceived share of immigrants. When
respondents land on the page, the pie chart is fully gray and the slider is at zero. The pie chart adjusts in real-time as respondents move the
slider, appearing in two colours: one representing the share of US-born people, the other representing the share of foreign-born ones.” (Alesina
et al., 2022, p.8)

Figure 7: Slider Visual Representation from Alesina et al. (2022)

Note: This figure shows a slider for a question that asks respondents to estimate how many immigrants come from a given region. For reference,
respondents are also presented with a map where the regions are in the same color as the slider.
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Figure 8: Slider Visual Representation from Alesina et al. (2018)

Note: This figure shows sliders used by respondents to choose a level of taxation that they would consider “fair” for four different income groups: the top 1 percent, the next 9 percent, the next 40 percent,
and the bottom 50 percent. Respondents are asked to choose the tax rates so as to raise tax revenue equal to the current revenue. In the background, a code uses as inputs the respondents’ selection of the
tax rates for these groups and the national income shares of these groups to compute the total revenue raised. The algorithm compares the total revenue raised to the revenue target and adjusts the position
and color of the bar at the bottom to indicate whether the chosen tax structure raises enough revenue.
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Table 1: Sample representativeness across papers
Paper Country Over-represented Under-represented Correctly represented Platform

Alesina et al. (2021)

US
(Black
population,
Adult)

Democrat∗, College education
Income $110k+,
Independent,
High school or less∗

Gender, Age, Income
(except $110k+), Region,
Republican, Employed,
Self-employed, Unemployed

Respondi

US
(White
population,
Adult)

Democrat∗, College education∗ Independent,
High school or less∗

Gender, Age, Income,
Region, Employed, Self-employed,
Unemployed, Republican

US
(Black
population,
Teenager)

Parental income
$0-$19,999

Gender, Age, Parental income
(except $0-$19,999), Region

US
(White
population,
Teenager)

Gender, Age,
Parental income, Region

Almås et al. (2020) US
College education∗,
Conservative share High school or less∗ Gender, Age, HH income Norstat

& Research Now

Norway College education∗ High school or less∗
Gender, Age, HH income,
Conservative share

Alsan et al. (2020) Australia 4th Income bracket∗
1st Income bracket,
2nd Income bracket∗

Gender, Age,
3rd and 5th Income bracket,
Employed, Region

Dynata

Canada
4th Income bracket∗,
5th Income bracket∗

1st Income bracket∗,
2nd Income bracket∗

Gender, Age,
3rd Income bracket,
Employed, Region

France Employed
Over 66 years old,
1st Income bracket∗

Gender,
Age (up to 66 years old),
2nd to 4th Income bracket,
Region

Germany
3rd Income bracket∗,
4th Income bracket∗

1st Income bracket*
Gender, Age,
2nd Income bracket,
Employed, Region

India
3rd Income bracket∗,
4th Income bracket∗,
Employed∗

4th Income bracket∗,
2nd Income bracket∗

Gender, Age, Region

Italy
18-25 years old∗,
2nd Income bracket∗,
Employed∗

66+ years old∗,
1st Income bracket∗

Gender, Age (up to 66 years old),
3rd and 4th income bracket,
Region

Japan 5th Income bracket∗
1st Income bracket∗,
2nd Income bracket∗,
4th Income bracket∗

Gender, Age,
3rd Income bracket,
Employed, Region

Netherlands
Gender, Age, Income,
Employed, Region
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Paper Country Over-represented Under-represented Correctly represented Platform

Singapore
Employed∗,
2nd Income bracket,
3rd Income bracket

5th Income bracket∗
Gender, Age,
1st and 4th Income bracket,
Region

Spain

2nd Income bracket∗,
3rd Income bracket∗,
4th Income bracket*,
Employed∗

66+ years old,
1st Income bracket∗

Gender, Age, Region

Sweden Employed Gender, Age, Income, Region

UK 1st Income bracket 2nd Income bracket
Gender, Age,
3rd to 5th Income bracket,
Employed, Region

US 5th Income bracket 1st Income bracket∗
Gender, Age,
2nd to 4th Income bracket,
Employed, Region

Andre et al. (2022) US
College education∗

(Wave 5)
Age +55 (Wave 5)

Region, Median income,
Gender, College education
(Wave 1-4),
Age (except +55 in Wave 5)

Dynata & Lucid

Armona et al. (2019) US
Home-owners∗,
College education∗

Age,
Income below $60,000

Survey of
Consumers
Expectations

Bechtel and Scheve (2013) France Age, Education, Gender YouGov

Germany Age 40-54 Age (excluding 40-54),
Education, Gender

UK Age 35-54 Education: 16yrs or fewer
Age (excluding 35-54),
Education (excluding 16yrs
or fewer), Gender

US College education∗
Age 18-34,
High school or less,
Some college

Age (excluding 18-34),
Gender, Post-graduate
education

Brown et al. (2021)‡ US
Age 50-64, Female, Married,
Non-Hispanic white∗,
Some college, HH size: 1

Age: 18-34, Hispanic, High
school dropout, High
school education,
HH size: ≥ 4, Any kids

Age: 35-49, 65+;
Non-Hispanic black, Non-
Hispanic other, Bachelor’s degree∗,
Graduate degree
HH income (all levels)
HH size: 2 and 3

Understanding
America Study

Cavallo et al. (2016) Argentina
Share living in
Buenos Aires∗,
College education*

Share who voted for
Kirchner Female, Age

Authors’ online
opinion survey

Cavallo et al. (2017) US College degree∗ Older people∗ Female MTurk

Argentina Female, College Degree* Age Public opinion
firm
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Paper Country Over-represented Under-represented Correctly represented Platform

Charité et al. (2016) US College education∗
Age∗, Female∗,
Black, Hispanic,
Income∗

White,
Supported Obama Mturk

US
White∗,
College education∗

Black, Hispanic,
Supported Clinton

Age, Female,
Income

Understanding
America Study

Dechezleprêtre et al. (2022) Australia 1st income quartile∗,
Male, Share of voters∗

4th income quartile∗
Age, 2nd and 3rd income
quartile, Region, Urban,
College education, Voters,
Inactive, Unemployed, Employed

Dynata &
Respondi

Brazil
Urban,
College education∗,
Share of voters∗, Employed∗

Inactive∗, Left voter,
Center voter

Gender, Age,
Income, Region,
Right voter, Unemployed

China
4th income quartile,
College education∗,
Employed∗

More than 50 years old∗,
1st income quartile∗,
Urban, Inactive∗

Gender,
Age (up to 50 years old),
2nd and 3rd income quartile,
Region, Unemployed

Canada Share of voters∗ Right voter

Gender, Age, Income, Region,
Urban, College education,
Left and center voters, Inactive,
Unemployed, Employed

Denmark
Share of voters∗,
Inactive, Unemployed,
College education

Employed∗
Gender, Age,
Income, Region,
Urban, Voters

France Share of voters 4th income quartile∗,
Center voter∗,

Gender, Age, 1st to 3rd

income quartile, Region,
Urban, College education, Voter,
Inactive, Unemployed, Employed

Germany Share of voters∗
Gender, Age, Income, Region,
Urban, College education, Voter,
Inactive, Unemployed, Employed

India
Male, Urban, College
education∗, Share of voters∗,
Right voter∗, Employed∗

Left voter∗, Inactive∗ Age, Income, Region, Unemployed

Indonesia
College education∗,
Share of voters∗, Left voter∗,
Employed, Urban

Center voter∗,
Right voter∗,
Inactive

Gender, Age,
Income, Region,
Unemployed

Italy
College education∗,
Share of voters∗,
Left voter, Right voter

Center voter∗,
Inactive∗, Urban,
Unemployed, Employed

Gender, Age, Income, Region

Japan
College education∗,
Right voter, Male, Urban

Center voter∗,
4th income quartile,
Left voter

Age, 1st to 3rd income quartile,
Region, Inactive,
Unemployed, Employed

Mexico
Urban∗, College education∗,
Share of voters∗, Employed* Inactive*

Gender, Age, Income,
Region, Voters, Unemployed

Poland
College education∗,
Share of voters∗, Urban,
Unemployed, Employed

Inactive∗
Gender, Age,
Income, Region,
Voters
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South
Africa

3rd income quartile,
College education∗,
Urban∗,
Share of voters∗,
Center voter∗, Employed∗

1st income quartile,
Left voter∗, Inactive∗,
Unemployed∗

Gender, Age,
2nd and 4th income quartile,
Region, Right voter

South
Korea

Male, College education∗,
Left voter∗, Employed

4th income quartile∗,
Center voter*,
Right voter∗, Inactive∗,
More than 50 years old

Age (up to 50 years old),
1st to 3rd income quartile,
Region, Urban,
Unemployed

Spain
College education∗,
Share of voters∗,
Urban, Employed

Right voter∗, Inactive
Gender, Age,
Income, Region,
Unemployed

Turkey
Male,
College education∗,
Employed∗, Urban

1st income quartile*,
Inactive∗,
More than 50 years old

Age (up to 50 years old),
2nd to 4th income quartile,
Region, Voters, Unemployed

UK College education∗, Share of voters∗ Employed
Gender, Age,
Income, Region, Urban, Voter,
Inactive, Unemployed

Ukraine
Male∗, 35-49 years old*,
4th income quartile∗, Urban∗,
Share of voters∗, Employed∗

More than 50 years old∗,
1st income quartile,
Right voter, Inactive∗

Age (up to 34 years old),
2nd and 3rd income quartile,
Region, Left and center voters,
Unemployed

US Share of voters∗, Left voter
Right voter∗,
4th income quartile∗

Gender, Age, 1st to 3rd

income quartile, Region,
Urban, College education,
Inactive, Unemployed, Employed

Di Tella and Rodrik (2020) US

Young, Postgraduate degree,
Only college degree∗,
Full time employee∗,
Self-employed

No college degree,
Part-time employee,
Not in labor force∗

Gender, White, Black,
Hispanic, Asian,
Unemployed, Student

Mturk

Enke (2020) US Not full-time employed Full-time employed
Gender, 2016 vote, Age,
HH income, Education,
Ethnicity, State

Research Now

Epper et al. (2020) Denmark
Gross income,
Wealth†

Gender, Age,
Years of education

Letter writing to
target population

Fisman et al. (2020) US
Male∗, Young∗,
White∗, College education∗

Female∗,
HH income

Supported Obama,
Supported Clinton,
Supports government redistribution

Mturk

US
Old, Non-Hispanic White∗, White∗

College education∗ Supported Clinton
Gender,
HH income

Understanding
America Study

Fisman et al. (2021) US
College education∗,
Voted in last election

Female∗, Age∗,
HH income,
Thinks hard work
most important to
get ahead∗

Supports
government
redistribution

Mturk
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Paper Country Over-represented Under-represented Correctly represented Platform

Fuster et al. (2022) US
Homeowners∗, Bachelor’s
degree∗, (higher) median
income∗

Young Female
Survey of
Consumer
Expectations

Hoy and Mager (2021) Australia Male, Age 18-34 Ipsos, RIWI,
YouGov

India Male∗, Age 18-34*

Mexico Male, Age 18-34∗

Morocco Male∗, Age 18-34*

Netherlands Male*, Age 18-34∗

Nigeria Male∗, Age 18-34∗

South
Africa Male∗, Age 18-34∗

Spain Male∗, Age 18-34∗

UK Age 18-34 Male

US Male, Age 18-34∗

Hainmueller et al. (2015) Switzerland Lower professional school∗
Employed∗,
Vocational training∗

Age, Gender, Political interest,
Referendums, Education (except
vocational training and lower
professional school)

gfs.bern

Kuziemko et al. (2015) US
Young,
College education∗,
Voted for Obama∗

Black, Hispanic,
Employed, Married Gender, Unemployed Mturk

Luttmer and Samwick (2018)
US
(age 25-59)

College education Never married

Age, Gender, Race,
High School dropout, High school,
Some college, Marital status,
Region, HH size, HH income

Knowledge
Networks

Roth et al. (2022a),
(2nd experiment)

US
Age 25-34∗, Age 35-44
Income $25-50k,
Income $50-75k,

Female, Age 55-64∗,
Age 65+∗,
Income $100-150k,
Income $200k or more

Age 18-24, Region,
Income less than $15k,
Income $15-25k ,
Income $75-100k

Mturk

Note: HH stands for “household.” A variable is included in the over-represented column if the difference between its value in the online sample and in the population of interest is larger than 5pp,
while the opposite holds for variables in the under-represented column.
∗: denotes where the difference between the population and sample mean is larger than 10pp. Most papers do not report whether the difference between the sample and the population is
statistically significant.
†: the distribution of gross income and wealth in the sample is slightly shifted to the right, but differences between different percentiles are significant only for the 50th percentile.
‡: Brown et al. (2021) note that except for four of the characteristics (non-Hispanic other, HH income < $25k, HH income 50-75k, and HH income 75-100k) all sample means are statistically
different from the population mean at the 1% level.
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Table 2: Attrition Rates Across Papers
Paper Country Context Target Pop Survey Length Attrition Rate

Andre et al. (2022) U.S.
Beliefs about the macroeconomy;
experimental treatments

nationally representative;
subject-matter experts

N/A 21-38%

Bublitz (2022) 6 countries*
Redistribution and misperceptions
about income distribution;
information treatments

nationally representative 7 min. 6%

Dechezleprêtre et al. (2022) 20 countries**
Attitudes toward climate policies;
experimental treatments

nationally representative
for high income countries;
online representative for
middle-income countries.

28 minutes
(median)

23%

Grigorieff et al. (2020) U.S.
Attitudes on immigration;
experimental treatments

nationally representative N/A under 2%

Hoy and Mager (2021) 10 countries***
Redistributive preferences
and income distribution;
information treatments

online representative N/A 25-30%

Hvidberg et al. (2021) Denmark
Fairness views and
perceptions on inequality;
information treatment

representative sample for
people born in Denmark
1969-1973

25 minutes
(median)

24.5%

Jäger et al. (2021) Germany
Worker’s beliefs about
wages outside their job;
information treatments

nationally representative
10 minutes
(median)

15%

Kuziemko et al. (2015) U.S.
Preferences for redistribution;
experimental treatments

nationally representative
15 minutes
(est.)

22%

Roth et al. (2022a) U.S.
Effect of debt on attitudes
toward public spending;
experimental treatments

nationally representative N/A under 2%

Stantcheva (2021) U.S.
Reasoning about income
and estate taxation;
experimental treatments.

nationally representative
35 minutes
(median)

19-20%

*Countries are: Brazil, France, Germany, Russia, Spain and the U.S.
** Countries are: Australia, Canada, Denmark, France, Germany, Italy, Japan, Poland, South Korea, United States, Brazil, China, India, Indonesia,
Mexico, South Africa, Turkey, and the Ukraine
*** Countries are: Australia, India, Mexico, Morocco, the Netherlands, Nigeria, South Africa, Spain, the U.K., and the U.S.
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Table 3: Persistence of treatment effect
Paper Sample Effect Recontact

rate
Persistence
magnitude

Adida et al. (2018) US
Perspective taking
exercise on attitudes
towards Syrian refugees

No effect
after 1 week

Alesina et al. (2018)

France
Germany
Italy
Sweden
UK
US

Information about
intergenerational mobility on
support for redistribution

21.2% first wave
29.3% second wave
(only in US)

Persistent after
1-3 weeks
(slightly decreased)

Armona et al. (2019) US
Information about past
home prices changes on
home price expectations

87.5%
Persistent after
2 months
(slightly decreased)

Arntz et al. (2022)
US,
Germany

Information about zero
net employment effect of
automation on concerns
about automation

75%

Persistent after
4 weeks only for some
dimensions of concern
(decreased)

Bottan and Perez-Truglia (2022) US

Information about cost of
living and earnings rank
of US cities on stated choice of
location and attributes of city

90.62%
Persistent after
38.4 days on average
(slightly reduced)

Broockman and Kalla (2016) US
Perspective taking
exercise on support for
non-discrimination law

85.6% 3 days after
79.6% 3 weeks after
80% 6 weeks after
76.8% 3 months after

Persistent after
3 months
(decreased)

Bruneau and Saxe (2012)
US
Mexico
Israel

Perspective taking
exercise on attitudes
towards outgroup members

No effect
after 1 week

Cavallo et al. (2017) US and Argentina Information about inflation
Persistent after
2 months in US
(decreased)

Coibion et al. (2018)
New Zealand
(firms)

Information about inflation
on inflation expectations 69%

No effect
after 6 months

Coibion et al. (2021)
New Zealand
(firms)

Information about
other firms’ inflation
expectations on
inflation expectations

50%

Persistent after
3 months
(varies across
treatment condition)

Fuster et al. (2022) US
Endogenously acquired
information on home price changes
on home price expectations

75.2%
Persistent after
4 months
(decreased)

Grigorieff et al. (2020) US
Information about
immigration on
attitudes towards migrants

88%

Persistent after
4 weeks (decreased for
characteristics of
migrants, increased
for policy
preferences)

Haaland and Roth (2021) US

Information about
racial discrimination in
labor market on support
for pro-Black policies

83%
Persistent after
1 week
(decreased)

Haaland and Roth (2020) US

Information about
labor market impact of
immigration on attitudes
toward immigration

65.7%
Persistent after
1 week
(decreased)

Kalla and Broockman (2021) US

Perspective-taking
exercise on prejudice towards
illegal immigrants and
transgender people

Persistent after
4 months
(decreased)

Kuziemko et al. (2015) US

Priming about trust in
government on support
for transfer programs
and information about
inequality and taxes on
preferences for redistribution

14%

No effect after
1 month
for priming,
persistent after
4 weeks
for information
(decreased)

Roth et al. (2022a) US
Information about
public debt on support for
government spending

74%
Persistent after
4 weeks
(decreased)

Roth and Wohlfart (2020) US

Information about
recession likelihood
on consumption plan
and unemployment expectations

65%
Persistent after
2 weeks
(decreased)

Simonovits et al. (2018) Hungary
Perspective taking
exercise on prejudice
towards Roma in Hungary

66%
Persistent after
1 month
(decreased)

Settele (2022) US

Information about
size of gender wage gap on
support for equal-pay
legislation and affirmative
action programs

36%
Persistent after
2 weeks
(decreased)
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A-1 Sample
A-1.1 Types of sampling methods

There are two main kinds of sampling methods: probability sampling and non-probability sampling.
Probability sampling means that elements from a population are randomly selected. Each of these elements has a
non-zero, known probability of being selected. It includes four broad categories of sampling:

1. Simple Random Sampling : when every element in a population has an equal chance of being selected.
2. Systematic Sampling : when every nth element is selected from a population.
3. Stratified Sampling : when researchers divide a population according to certain parameters (for example,

whether a person has children or not in a study of inheritance taxation) and sample at random within each
stratum.

4. Cluster Sampling : when researchers draw a sample with elements in groups (“clusters”) such as zip codes
instead of individually.

Non-probability sampling is not random, and the probability of each element being selected may be unknown.
Types of non-probability sampling include:

1. Convenience Sampling : when researchers create their sample from a population that is easily accessible. A
common convenience sample is undergraduate students at a university.

2. Quota Sampling : when researchers determine the percentage (quotas) for different respondent characteristics
and sample until the quotas are filled. This procedure entails screening out (not allowing them to complete
the survey) respondents whose quotas are already full. Quotas can be set in line with population distributions
or to meet other goals, e.g., oversampling minorities.

3. Purposive Sampling : when researchers choose specific respondents based on their knowledge.
4. Snowball Sampling : when a respondent refers other potential study participants. This kind of method can be

particularly helpful for sampling populations that are hard to reach (e.g., undocumented immigrants).

A-1.2 Recruiting respondents

Channels of recruitment and rewards. Survey companies tend to employ various recruitment channels. Each
channel has its own rewards system and captures different kinds of respondents. The respondents are then “blended”
from the different channels in order to create panels with a diverse set of characteristics.

i Loyalty Panels: Recruitment through loyalty programs in travel, entertainment, media, and retail. They
reward participants in points or miles relevant to the program source. These panels tend to recruit more
affluent, pre-validated individuals with known characteristics.

ii Open: Recruitment across the web and beyond via mobile app panels, social media influencers, billboards,
online and in-app advertising, paid search, and more. This group generally mirrors the general population
well and includes different income and education levels. It provides strong population coverage across most
countries globally. Some of these sites can be characterized as the ‘Rewards community’ (within Get-Paid-To
(or GPT) sites), which are databases or panels where people can take surveys, watch ads, etc. in exchange for
a reward. Rewards take the form of points to redeem for cash, prizes, and gift cards. Some of the platforms
tend to “gamify” the survey experience.

iii Integrated : People come from partnerships with publishers, social networks, and additional websites (schools
and various communities’ websites). Members logging into communities can be invited to participate in
surveys. Rewards typically are in the form of points that can be redeemed for cash, prizes, and gift cards.
This channel can help engage people who might not otherwise take surveys, appeal to younger audiences, and
can add coverage of minorities. Other types of rewards across all channels can take the form of charitable
donations, cash, and vouchers. Sometimes, survey companies can survey hard-to-reach groups with specialized
recruitment campaigns.

Process for survey companies. Potential survey respondents enter the company’s survey “router” (which
matches them to specific surveys) in one of two ways: by receiving a general email inviting them to take part in an
unspecified survey or by visiting their panel portal. Figure A-1, Panel (A) and Figure A-2 provide some screenshots
of sample invitation emails from commercial survey companies. Once they are in their portal, the system verifies
that they are eligible for the survey based on the information already available about the person (e.g., their age
group) and seeks to match them to surveys for which they are eligible. Respondents are then offered one specific
survey. If they choose to take this survey and pass further qualifying criteria, they can complete the survey. If they
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do not pass these additional “screener” questions, the respondent is either offered another survey or the session is
ended.

Figure A-1 demonstrates what a typical flow for a survey conducted through a survey company might look like.
Panel (A) shows the invitation email, Panel (B) shows the respondent dashboard. Once the respondent has selected
a survey to qualify for from the dashboard, they answer qualifying questions in the router (Panel (C)). If they
qualify, the respondent is offered a survey to take (Panel (D)). Because of the company’s router, the survey may
be matched to existing characteristics. In this case, the respondent had indicated that they lived in the Boston
area when they signed up to take surveys, so they are shown a survey that is specific to Boston (Panel (E)). If a
respondent does not qualify to take a survey – either because they fail the initial screener questions (as in Panel
(C)) or because they fail the survey’s own screener questions– they are redirected to either take another survey or
return to the dashboard.

There may be some biases that can stem from prioritization in the order in which surveys are presented to par-
ticipants and how participants are matched to one of the various surveys for which they appear to qualify. However,
it is unclear whether these biases would be systematic, given the large pool of respondents and the algorithmic
approach. Importantly, the selection is minimized by the small amount of information that the respondent actually
sees about the survey, which boils down to the time it takes and the reward for completion.

Firms perform some level of quality assurance, for example, checking for IP anomalies, digital fingerprinting,
using geolocation clues, and employing screeners before and within the survey. The identity of respondents tends
to be verified by the underlying partner (which differs for the three recruitment channels described above).

It is difficult to obtain information on the “universe” of respondents available across various countries, given the
many platforms and channels through which these respondents are sourced. Nevertheless, Table A-1 shows how the
pools of respondents for two large survey companies compare roughly to the population in some select countries.
Overall, the pool of respondents in high-income countries may be roughly representative along key dimensions such
as age, income, gender, and education to a broad “middle” range of the population. For middle- or low-income
countries, the pools are, almost by construction, roughly representative only of the online population.

Process for survey marketplaces. Survey companies offer a range of recruiting and quality assurance services.
Another option for researchers is to use “marketplaces” of potential survey respondents, which pool together various
panels and partner companies. An example is Lucid. In this case, much more is done “in-house” (in the lab/on the
researcher’s side) and managed internally by the research team rather than the survey company. Similar to survey
companies, respondents can sign up on a ”Get-Paid-To” site or through other channels. When they sign up, they
are asked a number of questions about their gender, age, job, and income. Once they have filled out this information
and verified their email, they can start taking surveys. These surveys are presented on a dashboard where limited
information. Figure A-3 shows examples of dashboards for partner companies that can pool respondents in such a
marketplace. Respondents can click on one of these surveys and are directed to a series of qualifying questions. If
they pass these qualifying questions, they are automatically directed to a survey. If not, they are taken back to the
dashboard (they may receive a small number of credits for having attempted to take the survey). If respondents
reach the survey, they typically have to answer additional “screener” questions, and if they do not pass them, they
are taken back to the dashboard as well.

It is important to be aware of what exactly respondents see on the platform you choose. In Panel (B) of Figure
A-1, the dashboard provides information on the topic area of the survey (e.g., “Home and Family” or “Food and
Beverage”), presumably increasing the probability of selection based on the topic. Figure A-3 shows dashboards
that only provide information on the duration and rewards for each survey.
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Figure A-1: Example Respondent Experience for Survey Companies

(a) (b) (c)

(d)

(e)

(f)
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Figure A-2: Recruitment Email from Survey Company 2

Figure A-3: Example Dashboards for Respondent Panels

(a) (b)
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A-1.3 Selection into Surveys

Table A-1: Population vs. Panel Samples

Demark France Germany

Population Qualtrics Dynata Population Qualtrics Dynata Population Qualtrics Dynata

Number 5.831mil 640,412 N/A 67.39mil 4.93mil N/A 83.24 mil 4.68 mil N/A

Female .50 .46 .46 .04 .07 N/A .51 .45 .50

under 18 years old .05 .07 N/A .04 .07 N/A .16 .07 N/A
18-24 years old .09 .35 .13 .08 .37 .19 .08 .35 .13
25-34 years old .13 .22 .16 .12 .24 .19 .13 .27 .18
35-44 years old .12 .12 .13 .12 .15 .19 .12 .14 .18
45-54 years old .14 .10 .16 .13 .10 .18 .14 .08 .17
55-64 years old .13 .07 .18 .13 .05 .14 .15 .05 .19
65 years and over .20 .06 .26 .20 .02 .10 .22 .02 .15

Income Bracket 1 .87 .55 .58 .80 .66 .67 .74 .49 .50
Income Bracket 2 .10 .21 .30 .17 .15 .29 .23 .27 .40
Income Bracket 3 .02 .04 .09 .029 .01 .03 .02 .03 .06
Income Bracket 4 .01 .01 .04 .001 N/A .004 .01 .03 .03
Prefer not to answer N/A .11 N/A N/A .18 N/A N/A .17 N/A

Secondary Education or below .25 .45 .55 .28 .54 .42 .18 .41 .32
Cert., Vocational Training .40 .19 .12 .47 .16 .26 .51 .36 .44
Bachelor’s Degree .20 .12 .15 .11 .17 .16 .17 .17 .24
Postgraduate Degree or above .15 .12 .18 .14 .14 .16 .14 N/A N/A
Prefer not to answer N/A .11 N/A N/A .07 N/A N/A .08 N/A

Urban .53 .66 N/A .60 .54 N/A .80 .72 N/A

Note: This table displays summary statistics of the sample of survey companies alongside national statistics. For the education statistics, the population statistics are for

the ages of 25-64. The Under 18 years old variable includes ages 13-17 for Denmark and 15-17 for France and Germany. For Denmark, the income brackets are as follows:

Bracket 1: <400k DKK; Bracket 2: 440-880k DKK; Bracket 3: 880k-1.5mil DKK; and Bracke 4: >1.5mil DKK. For France, they are: Bracket 1: <40k EUR; Bracket 2:

40-100k EUR; Bracket 3: 100-500k EUR; Bracket 4 >500k EUR. For Germany: Bracket 1: < 40k EUR; Bracket 2: 40-120k EUR; Bracket 3: 120-200k EUR; Bracket 4:

>200k EUR
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Population vs. Panel Samples

Italy Mexico Poland

Population Qualtrics Dynata Population Qualtrics Dynata Population Qualtrics Dynata

Number 59.55mil 2.85mil N/A 128.9mil 2.86mil N/A 37.95mil 1.55mil X

Female .52 .48 .49 .52 .38 .56 .52 .55 .59

under 18 years old .03 .04 N/A .08 .08 N/A .03 .02 N/A
18-24 years old .07 .27 .10 .12 .43 .24 .07 .32 .17
25-34 years old .11 .25 .18 .16 .31 .34 .14 .28 .29
35-44 years old .13 .20 .23 .14 .12 .24 .16 .21 .23
45-54 years old .16 .14 .24 .12 .05 .12 .13 .11 .15
55-64 years old .14 .07 .15 .09 .02 .04 .13 .04 .10
65 years and over .22 .03 .09 .08 .01 .01 .18 .01 .06

Income Bracket 1 .94 .70 .84 .20 .39 .28 .44 .52 .53
Income Bracket 2 .04 .11 .11 .36 .24 .30 .17 .12 .18
Income Bracket 3 .01 .03 .04 .29 .18 .30 .13 .09 .15
Income Bracket 4 .01 .02 .02 .15 .06 .11 .26 .10 .14
Prefer not to answer N/A .17 N/A N/A .12 N/A N/A .16 N/A

Secondary Education or below .47 .51 .51 .77 .23 .14 .15 .45 .46
Cert., Vocational Training .33 .17 .16 .04 .30 .40 .52 .09 .12
Bachelor’s Degree .05 .12 .11 .17 .32 .45 .07 .23 .15
Postgraduate Degree or above .15 .15 .21 .02 .09 .11 .25 .17 .28
Prefer not to answer N/A .05 N/A N/A .06 N/A N/A .07 N/A

Urban .83 .61 N/A .64 .91 N/A .66 .70 N/A

Note: The Under 18 years old variable includes ages 13-17 for Mexico and 15-17 for Italy and Poland. See the notes to Table A-1 for further details. For Italy, the income

brackets are as follows: Bracket 1: < 60k EUR; Bracket 2: 60-100k EUR; Bracket 3: 100-300k EUR; Bracket 4: > 300k EUR. For Mexico, they are: Bracket 1: < 50k MXN;

Bracket 2: 50-150k MXN; Bracket 3: 150-500k MXN; Bracket 4: > 500k MXN. For Poland, they are: Bracket 1: < 60k PLN; Bracket 2: 60-80k PLN; Bracket 3: 80-100k

PLN; Bracket 4: > 100k PLN
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Population vs. Panel Samples

South Korea Turkey US

Population Qualtrics Dynata Population Qualtrics Dynata Population Qualtrics Dynata

Number 51.78 1.30mil N/A 84.24mil 1.97mil N/A 331.89mil 56.40mil N/A

Female .50 .51 .50 .51 .28 .44 .52 .62 .57

under 18 years old .04 .10 N/A .07 .10 N/A .07 .06 N/A
18-24 years old .09 .32 .08 .11 .44 .28 .09 .30 .11
25-34 years old .13 .28 .29 .16 .26 .32 .14 .26 .20
35-44 years old .15 .17 .32 .15 .11 .22 .13 .16 .23
45-54 years old .17 .09 .21 .13 .04 .11 .12 .10 .14
55-64 years old .16 .03 .08 .10 .02 .05 .13 .07 .14
65 years and over .32 .01 .02 .08 .02 .01 .17 .04 .19

Income Bracket 1 .79 .43 .35 .56 .48 .50 .71 .30 .41
Income Bracket 2 .10 .26 .37 .25 .10 .19 .24 .26 .46
Income Bracket 3 .03 .12 .21 .09 .15 .20 .04 .05 .11
Income Bracket 4 .08 .06 .08 .10 .06 .11 .01 N/A .02
Prefer not to answer N/A .14 N/A N/A .20 N/A N/A .14 N/A

Secondary Education or below .49* .30 .17 .69 .41 .33 .37 .40 .08
Cert., Vocational Training 1̇4* .13 .07 .15 .16 .16 .25 .34 .12
Bachelor’s Degree .32 .42 .64 .13 .25 .36 .24 .16 .74
Postgraduate Degree or above .04 .08 .12 .02 .12 .15 .14 .09 .06
Prefer not to answer N/A .08 N/A N/A .06 N/A N/A .03 N/A

Urban .92 .93 N/A .64 .92 N/A .73 .74 N/A

Note: The Under 18 years old variable includes ages 13-17 for South Korea, Turkey, and the US. For the US, population education statistics are for ages ages 25 and older.
The income brackets for South Korea are as follows: Bracket 1: < 40mil KRW; Bracket 2: 40-70mil KRW; Bracket 3: 70-100mil KRW; Bracket 4: > 100mil KRW. For
Turkey, they are: Bracket 1: < 50k TRY; Bracket 2: 50-100k TRY; Bracket 3: 100-200k TRY; Bracket 4: > 200k TRY. For the US, they are: Bracket 1: < 50k USD;
Bracket 2: 50-150k USD; Bracket 3: 150-500k USD; Bracket 4: > 500k USD.

* The Secondary Education or below variable for South Korea also includes vocational training

A
-8



Papers comparing different types of online samples

• Berinsky et al. (2012) show that MTurk samples are more representative than typical convenience
samples, but less representative than the samples from other panel providers or national probability
samples. The authors also replicate experimental studies previously conducted using convenience and
nationally representative samples and find that the estimates of average treatment effects are similar
in the MTurk and convenience and nationally representative samples. They conclude that potential
limitations to using MTurk to recruit subjects and conduct research (e.g., concerns about heterogeneous
treatment effects, subject attentiveness, and the prevalence of habitual survey takers) are not large in
practice.

• Heen et al. (2020) compare different online samples (from Survey Monkey, Qualtrics, and MTurk) to
US census characteristics. The differences highlighted in Section 2 between online panels and nationally
representative samples hold for these various platforms. In addition, on platforms such as MTurk, the
sample skews significantly younger and male. Overall, MTurk tends to be less representative.

• Coppock (2019) replicates experimental results from samples representative of the target population
(which is not always national) on MTurk, and finds broad consistency in the results. Since the het-
erogeneity of treatment effects within the same experiment is very low, the author concludes that the
replicability of results is most likely due to homogeneous treatment effects.

• Coppock and McClellan (2019) conclude that the Lucid Platform can replicate a range of experimental
results from nationally representative samples (and performs better than the platform MTurk)

• Fisman et al. (2020) document a “quality crisis” of MTurk in the summer of 2018, when one-quarter
of the responses to open-ended questions of their replication survey were unintelligible. They suspect
that this was the result of algorithms answering by using the questions’ keywords. To deal with this
issue, the authors increase the minimum requirement to enroll in the survey on MTurk (minimum
approval rate of 98% and at least 1,000 past tasks completed). They do not drop suspected bots from
the MTurk sample to avoid hand-selecting which observations to include.

Online vs. offline samples and mixed-mode surveys

• Grewenig et al. (2018) aim to identify the differences between adults in Germany who take online
surveys and those who do not. The target population is stratified into three groups: onliners (people
who use the internet) in an online survey mode, offliners (people who do not use the internet) in a
face-to-face survey mode, and onliners in a face-to-face mode. Compared to onliners, offliners tend to
be older, less educated, more likely to be female, less likely to be full-time employed, have lower income,
and are more likely to live alone and in smaller cities. Once these differences are controlled for, the
authors find that response differences disappear, implying that survey mode rather than unobserved
characteristics cause these differences.

Examples of related survey modes

• Cappelen et al. (2022) introduce the Global Universalism Survey (GUS) to study how people make
distributive decisions between in-group members and strangers. The GUS, embedded in the Gallup
World Poll 2020, was administered by local professional enumerators via telephone, and the sampling
procedure is conducted using random digit techniques. In India and Pakistan, the survey was conducted
through face-to-face interviews. The survey was administered in 60 countries over the world, and it
aims at being representative at the country level as well as at the global level.

• Karadja et al. (2017) send respondents a survey over postal mail in cooperation with Statistics Sweden.
They document misperceptions about respondents’ position in the income scale, and whether correcting
them changes preferences for redistribution. The sample is representative in terms of age, gender, and
marital status, but respondents are in general more educated, earn a higher taxable income, have fewer
children, and are less likely to live in urban areas.
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A-2 Managing Respondents’ Attention
A-2.1 Ex post data quality checks

The following example is adapted from Niessen et al. (2016) to illustrate the even-odd consistency index
procedure in practice. Suppose you have a survey with 20 questions, divided into 4 sections of 5 questions
each. Each section is about a specific topic and the questions are all on similar scales. The procedure to
build the consistency index is the following:

1. Split each section into two blocks, an “even” block and an “odd” block, based on the order of appearance
in the survey.

2. For each block, compute the average of the response.
3. Compute the correlation of the average response in the even and odd blocks for all sections.
4. Adjust the correlation coefficient using the Spearman-Brown prophecy formula for the length of the

survey.

Then, the measure obtained is a within-respondent measure of consistency. If questions in the same section
are supposed to measure the same construct, their responses should be highly correlated.

A-3 Writing Survey Questions
A-3.1 Open-ended questions

Figure A-4: Analysis of Open-ended Questions from Ferrario and
Stantcheva (2022)
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Note: This figure shows two ways to visualize responses to open-ended questions: word clouds (Panel (A)) and through topic
analysis (Panel (B)). In this case, respondents were asked about their main considerations on whether the US should have a
higher or lower federal estate tax. In word clouds, when a certain kind of word group (called “n-grams,” which are groups
of n words) appears more frequently, the size of the font in the word cloud is larger. For example, in Panel (A), “double
tax,” “fair tax,” and “middle class” appeared the most frequently in answers. Panel (B) shows a visualization of answers to
open-ended questions in which the bars represent the frequency of a topic being mentioned, categorized by respondents’ political
affiliation. These topic groupings are constructed using “keywords” (displayed below the bar graphs) that respondents used in
their answers.

A-3.2 Measurement issues

Probabilistic beliefs
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• Manski (2004) argues that probabilistic beliefs (i.e., asking directly the respondent to attach a prob-
ability to a certain event) can be used to reliably measure beliefs, as opposed to revealed preferences
analysis (i.e., inferring decision processes from data on observed choices). The author provides an
overview of the literature on probabilistic belief measurement and describes areas where it can be
applied. Additionally, the paper reports several methods that can be used to assess the accuracy of
subjective beliefs, such as comparing individual or mean expectations with events that are predicted
or that have already happened.

• Manski (2018) provides an overview of the history leading to probabilistic beliefs measurement and
describes i) areas of research where it has been applied that could be relevant for macroeconomics
(equity returns, inflation expectations, and professional macroeconomic forecasters) and ii) possible
problems with survey measurements (rounding, ambiguity, confounding beliefs and preferences).

• Enke and Graeber (2019) use online surveys and experiments to measure cognitive uncertainty related
to how people think about probabilities i.e., “ people’s subjective uncertainty over which decision
maximizes their expected utility.” The authors have several treatments and experiments. For example,
they are asked whether they would prefer receiving $15 with a 1% probability, $16 with a 5% probability,
17% with a 10% probability, and so on. Respondents are also asked about how certain they are
about their preferences. They find that, when facing complex questions, people tend to regress to an
intermediate option. This insight is relevant for probabilistic beliefs measurement as it documents the
existence of cognitive overload and measures its extent.

• Attanasio et al. (2020) elicit probabilistic beliefs of parents in the UK on the returns to different types
of parental investments (time, money, school quality) in terms of future earnings of their children.
Respondents are presented with different hypothetical scenarios about parental investments and then
are asked to predict the children’s likely future earnings. See Appendix A-4.3 for a discussion of the
findings.

• Boneva and Rauh (2019) elicit probabilistic beliefs of secondary school students on the pecuniary and
non-pecuniary benefits of university. This is done by presenting students with different hypothetical
scenarios related to life after university and asking them to allocate probabilities to different events
(e.g., “if you go start working how likely do you think it is that you will enjoy the social life and
activities you engage in?”). See Appendix A-4.3 for a discussion of the findings.

• Boneva et al. (2022) elicit probabilistic beliefs of university students on the pecuniary and non-
pecuniary benefits of postgraduate education. This is done by presenting them with different hy-
pothetical scenarios similar to those in Boneva and Rauh (2019).

• Wiswall and Zafar (2018) elicit probabilistic beliefs on expected attributes of jobs/workplace to study
how these beliefs affect pre-labor market human capital decisions. Respondents, who are NYU students,
are presented with three different hiring offers and asked to state the probability of accepting each of
them. See Appendix A-4.3 for a discussion of the findings.

• Wiswall and Zafar (2021) elicit probabilistic beliefs of high-ability college students at NYU on future
returns (future earnings, employment, marriage prospects, fertility) of their college major by asking
them to allocate a probability to each specific event (such as marrying, future earnings, and fertility)
at different points in time in the future (i.e., at 23 years of age, at 30 years of age and at 45). See
Appendix A-4.3 for a discussion of the findings.

A-3.3 Using monetary incentives and real stakes questions

A-3.3.1 Monetary incentives

• Grewenig et al. (2020) study the effect of monetary incentives on accuracy of responses. In a first survey
experiment, they find that monetarily incentivized individuals (who can receive approximately e0.33 if
their estimate of average earnings by degree and public school spending are above the median of others’
responses in terms of accuracy) provide more accurate answers as a result of increased online search,
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rather than increased recall effort. This evidence is then validated in a second survey experiment, in
which respondents are simply encouraged to look for the answers online. Hence, there is a tradeoff
between incentivizing memory recalls and incentivizing online searches.

• Allcott et al. (2020) study the partisan gap in beliefs and behaviors during the pandemic between
January and July 2020. The authors incentivize half of the survey respondents to predict future
Covid-19 cases. They were informed that 10 randomly drawn respondents would receive $100 minus
the percentage point difference (in dollars) between their prediction and reality. The authors find that
incentives do not reduce the partisan gap in terms of the number of cases predicted, self-reported social
distancing, or beliefs about the efficacy of social distancing, which suggests that the gap is due to true
beliefs rather than partisan cheerleading.

• Alesina et al. (2022) study the relationship between misperceptions about immigration and preferences
for redistribution. They provide a random subsample of respondents with monetary incentives, designed
as a tournament, where the 5 most accurate responses for each question about immigrants will receive
an additional reward, randomized between $5, $10, $20, and $30. They find that incentives do not
affect respondents’ answers about immigrants, suggesting that respondents are either already truthful
or hold their views strongly.

• Andre et al. (2022) study the existence and differences between the subjective models of the economy
held by laypeople and experts. A random subset of respondents is incentivized to make accurate
predictions about unemployment and inflation: they can earn $0.5 if one of their randomly selected
answers is within 0.2 percentage points of the average expert answer. Incentives do not make predictions
of inflation and unemployment more consistent with the benchmark of the average expert answer.

• Roth and Wohlfart (2020) study how individual macroeconomic expectations affect consumption plans,
stock purchases, and beliefs about the economy. In a robustness experiment, the authors elicit beliefs
about the likelihood of a recession from a sample in which treated individuals are incentivized according
to a quadratic scoring rule (and can earn up to $1 for accurate responses). They find that incentives
do not increase the accuracy of responses.

• Stantcheva (2021) studies how US respondents perceive and understand income and estate taxation.
The author finds that providing monetary incentives to a random subsample of respondents to encour-
age accurate responses does not significantly change answers regarding the tax system. This suggests
that people were already answering questions to the best of their knowledge.

• Berinsky (2018) provides a different type of incentives, namely time incentives. The author studies
the relevance of expressive responses (i.e., responses designed to express opposition towards politicians
and policies rather than true beliefs) in the context of political rumors. In a survey, respondents are
randomly assigned to either a control condition or incentivized conditions. In the latter, they receive
a time incentive if they reject the political rumor described (i.e., they would receive fewer questions
and finish the survey earlier if they reject the political rumor described in the question). The author
finds no effect of this incentive on the share of expressive answers and interprets this as evidence that,
although present, the share of expressive responses is small in magnitude

A-3.3.2 Real stakes questions

Immigration

• Adida et al. (2018) use a representative sample of the US to investigate whether perspective-taking
increases inclusionary attitudes and behaviors towards refugees. To induce perspective taking, the
authors ask respondents to imagine themselves as refugees fleeing from war. To obtain a real-stakes
measure of inclusionary attitudes, they ask respondents whether they are willing to write a letter to the
US President to express support for refugees. See Figure A-5 for examples of answers to this question.
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Figure A-5: Example of a real-stake question answers from Adida et al.
(2018)

• Alesina et al. (2022) use survey experiments in six countries (Germany, France, Italy, Sweden, the UK,
and the US) to investigate misperceptions about immigrants and the link between these misperceptions
and preferences for redistribution. The authors include a real-stakes question to capture preferences
for redistribution. They ask respondents whether they want to donate part of their potential lottery
winnings to a charity that helps poor people. The question reads:

– “By taking this survey, you are automatically enrolled in a lottery to win $1000. In a few days
you will know whether you won the $1000. The payment will be made to you in the same way as
your regular survey pay, so no further action is required on your part. In case you won, would
you be willing to donate part or all of your $1000 gain for a good cause? Below you will find
2 charities that help people in the US deal with the hurdles of everyday life. You can enter how
many dollars out of your $1000 gain you would like to donate to each of them. If you are one
of the lottery winners, you will be paid, in addition to your regular survey pay, $1000 minus the
amount you donated to charity. We will directly pay your desired donation amount to the charity
or charities of your choosing. Enter how much of your $1000 gain you’d like to donate to each
charity:

□Feeding America
□The Salvation Army

• Grigorieff et al. (2020) conduct a survey experiment in the US by randomly providing participants
with official statistics on immigrants (total share, illegal share, unemployment rate, incarceration rate,
and share that does not speak English). To obtain a real-stakes measure of preferences on immigration
policy, the authors ask respondents whether they would be willing to sign a real petition that would
be sent to the White House. Respondents are further asked whether they would be willing to donate
to a nonprofit working in the immigration sector. The questions read:

– “You will now have the possibility of signing a petition regarding immigration policy. Consider
the following petition, and decide whether you would like to sign it or not.”

∗ “Facilitate legal immigration into the US! Immigration is beneficial to the US economy, and
it is therefore important to increase the number of green cards available for immigrants. In-
deed, not only do immigrants strengthen the US economy, but they are also hard-working and
law-abiding. Moreover, most of them adapt to our way of life, and they enrich our culture
tremendously. This is why we believe that more green cards should be issued to immigrants
so, that more of them can take part in the American Dream.”

□ I want to sign this petition
□ I do not want to sign this petition
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– “Every tenth participant taking part in this survey will receive an extra $10. They will have to
choose how much money they want to keep for themselves, and how much money they want to
donate to the American Immigration Council. Here is a short presentation of the American Immi-
gration Council: “The American Immigration Council is a non-profit, non-partisan, organization
[which] exists to promote the prosperity and cultural richness of our diverse nation by:

∗ Standing up for sensible and humane immigration policies that reflect American values.
∗ Insisting that our immigration laws be enacted and implemented in a way that honors funda-
mental constitutional and human rights.

∗ Working tirelessly to achieve justice and fairness for immigrants under the law.”

“To learn more about the American Immigration Council, please click on the following link:
https://www.americanimmigrationcouncil.org/about/our-mission If you do receive an extra $10,
how much money would you donate to the American Immigration Council?

[slider from 0 to 10]

• Haaland and Roth (2020) conduct a survey on a nationally representative US sample investigating
the relationship between labor market concerns and support for immigration. In the experiment,
respondents in the treatment group are presented with research demonstrating that immigration does
not have adverse effects on labor market outcomes. To obtain a real-stakes measure of support for
immigration, the authors ask respondents whether they are willing to sign a petition aimed at increasing
the number of low-skilled workers in the US. If respondents indicate that they wish to sign one of the
petitions (detailed below), they are linked to a real petition on the White House website. Treatment
and control groups receive different links to these identical petitions so that differences in signing can
be determined. The White House requires email confirmation, which adds an additional cost that the
respondents face. The petition reads:

– “H-2B visas are work permits that allow US companies to temporarily hire low-skilled workers
from abroad for seasonal, non-agricultural jobs, typically for work in restaurants, tourism, or con-
struction. The annual cap on H-2B visas is currently 66,000. Congress is debating whether to
change the annual cap. Some argue that the quota should be increased because private companies
say that there are not enough low-skilled American workers for hire. Others argue that the quota
should be decreased because access to more foreign workers makes it easier for private companies
to cut the wages of low-skilled American workers. You will now have the possibility of signing
a real petition related to this debate. If enough people sign the petition, the White House will
consider it and post an official response. Consider the following two petitions and decide whether
you would like to sign one of them:

This petition suggests an increase in the annual cap on H-2B visas from 66,000 to 99,000.

□ I want to sign this petition
□ I do not want to sign this petition

This petition suggests a decrease in the annual cap on H-2B visas from 66,000 to 33,000.

□ I want to sign this petition
□ I do not want to sign this petition

Climate change

• Dechezleprêtre et al. (2022) conduct online surveys in 20 countries to understand the drivers of support
for climate policies. To obtain real-stakes measures of support for climate action, the authors ask
respondents whether they are willing to support a petition for climate action and donate to a non-
profit organization that fights deforestation. The authors also inform users that they will communicate
the share of respondents who signed the petition to the government of their country. The wording on
the petition and donation questions are as follows:

– “Finally, are you willing to sign a petition to “stand up for real climate action?” As soon as
the survey is complete, we will send the results to the [head of state’s] office, informing them
what share of people who took this survey were willing to support the following petition. “I agree
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that immediate action on climate change is critical. Now is the time to dedicate ourselves to a
low-carbon future and prevent lasting damage to all living things. Science shows us we cannot
afford to wait to cut harmful carbon emissions. I’m adding my voice to the call to world leaders
in [country] and beyond – to act so we do not lose ground in combating climate change.” Do
you support this petition (you will NOT be asked to sign, only your answer here is required and
remains anonymous)?

□ Yes
□ No

– “By taking this survey, you are automatically entered into a lottery to win [$100]. In a few days,
you will know whether you have been selected in the lottery. The payment will be made to you
in the same way as your compensation for this survey, so no further action is required on your
part. You can also donate a part of this additional compensation (should you be selected in the
lottery) to a reforestation project through the charity The Gold Standard. This charity has already
proven effective in reducing 151 million tons of CO2 to fight climate change and has been carefully
selected by our team. The Gold Standard is highly transparent and ensures that its projects feature
the highest levels of environmental integrity and contribute to sustainable development. Should
you win the lottery, please enter your donation amount using the slider below:

[Slider from 0 to 100]

• Kuziemko et al. (2015) conduct a survey experiment in the US to study the drivers of preferences for
redistribution. To obtain a real-stakes measure of redistribution preferences, the authors ask respon-
dents whether they are willing to sign a letter to their state senator asking for higher estate tax for
the rich. Respondents are provided with the senators’ emails and a sample messages they could send.
The wording of the question is as follows:

– “Writing to the Senators of your state gives you an opportunity to influence taxation policy. Few
citizens email their elected officials, therefore Senators and their staff take such emails from their
constituents very seriously. If you would like to write to your Senator, go to the official US Senate
list and click on your Senator’s contact webpage. Two sample letters are provided below, one asking
for higher estate taxes on the rich, one asking not to increase estate taxes on the rich. Feel free to
cut-and-paste and edit the text before sending it to your Senator. Most Senators’ websites ask for
your name and address to avoid spam. We are not able to record what you write on the external
(Senator’s) website, so your letter and private information are kept fully confidential. For the
purpose of our survey, we would just like to know from you:

□ I sent or will send an email to my Senator asking for higher estate taxes on the rich
□ I sent or will send an email to my Senator asking to not increase estate taxes on the rich
□ I do not want to email my Senator

• Roth et al. (2022a) use an online survey in the US in which a random half of the respondents are
provided the debt-to-GDP ratio. To obtain a real-stakes measure of support for reduced government
spending, the authors ask respondents whether they are willing to donate to the Cato Institute (which
is described to respondents as an NGO advocating for the downsizing of the government). Specifically,
respondents are informed that one in twenty respondents will receive an additional $5 after completing
the experiment, and are asked how much they would be willing to donate if they win. Furthermore,
they asked whether they would sign a petition for a balanced budget rule. Those who agree to sign
the petition receive a link to the White House petition website. Since the petition is posted on this
governmental website, it will receive a response from the White House if its content is appropriate and
it reaches 100,000 signatures within 30 days. The description of the Cato Institute and the wording of
the petition presented to the respondent are as follows:

– “The Cato Institute seeks to help policymakers and the public understand where federal spend-
ing goes and how to reform each government department. It describes the failings of agencies
and identifies specific programs to cut. We believe that cutting the federal budget would enhance
personal freedom, increase prosperity, and leave a positive fiscal legacy to the next generation”
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– “We propose the introduction of a balanced budget amendment. A balanced budget amendment is
a constitutional rule requiring that the government cannot spend more than its income. It requires
a balance between the projected receipts and expenditures of the government. A balanced budget
rule is designed to prevent the government from accumulating debt.”

Altruism

• Fong and Luttmer (2009) study the determinants of altruism by looking at which features (race, income,
perceived worthiness) drive donations to victims of Hurricane Katrina. The authors investigate how
these features affect respondents’ choices when they are asked to split $100 between themselves and
the victims. Respondents are informed that there is a 10% chance that their proposed allocation will
be implemented; this type of real stakes question is used to obtain a behavioral measure of altruism.
On average, victims’ race and worthiness do not change generosity, but people tend to donate more
to others in disadvantaged economic areas. Moreover, race becomes important when respondents have
a high or low degree of in-group loyalty: those who feel closer to their race tend to donate more to
victims of the same race, while the opposite holds for those who feel less close. The wording is as
follows:

– “We will give $100 to one out of every 10 participants in this study. We ask you to decide in
advance how much of this $100, if any, you would like to give to the local chapter of Habitat for
Humanity in [CITY]. You can give any amount you wish, including nothing. If you are selected,
this $100 is yours, and you are free to keep or to give away any amount you wish, including
nothing. While many people give some away, we expect that most people will keep at least some of
this amount for themselves. If you are randomly selected to receive $100, we will send the amount
that you want to donate, if any, to the local Habitat for Humanity chapter in [CITY]. The amount
that you decide to keep for yourself will be credited to your Knowledge Networks account (you get
1000 bonus points for each dollar you decide to keep). If you decide to donate money, Habitat for
Humanity in [CITY] will mail you a note to confirm that we sent them exactly the amount you
specified.”

Health insecurity

• Alsan et al. (2020) use large online surveys in 15 countries to investigate how citizens evaluate the
tradeoff between individual civil liberties and societal well-being in the context of the Covid-19 pan-
demic. To see how stated preferences relate to revealed preferences, the authors employ three kinds of
real-stakes questions: whether respondents would be interested in downloading a contact tracing app,
whether the respondent would want to donate to not-for-profit organizations using the researchers’
funds, and whether the respondent would want the researchers to disseminate petitions related to
Covid-19. Each of these real stakes examples is further detailed below.

In the survey, the question about the contact tracing app was worded as follows:

– “Recently, several apps have been developed that help track who has been infected with COVID-
19, and that help contact those who have been in close contact with infected individuals. The
Massachusetts Institute of Technology (MIT) has developed such an app. Are you interested in
finding out more about it?”

The survey further asks about donations to three not-for-profit organizations related to civil liberties
such as on privacy, media freedom, and democratic procedures. The example below illustrates the
questions for one of these:

– The first organization is Privacy International, a not-for-profit organization that, among other
activities, runs campaigns to protect the right to privacy during the COVID-19 pandemic. Would
you like the research team to donate $1,000 to Privacy International or would you rather the
funds remained in the research team’s account? IMPORTANT: if you and this questions are
indeed randomly selected, we will implement the decision you make below. (Bolding and hyperlink
in original)
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□ Donate $1,000 to Privacy International
□ Keep the funds in the research team’s account

Next, the survey asks respondents to rank five not-for-profits – three related to civil liberties and two
not. The ranking determines the probability that a given not-for-profit would receive $1,000.

– Next, we will ask you to rank 5 not-for-profit organizations, from the one that you would most
like to receive a $1,000 donation to the one that you would least like to receive a $1,000 donation.
At the end of the data collection process, one respondent’s answer will be selected at random. It
could be yours! If your answer to this question is selected, we will randomly choose a not-for-
profit organization with a probability that depends on your ranking (see below for additional
details) and we will donate $1,000 to that not-for-profit organization. (Bolding in original)

The survey details information on each of these organizations and then provides the details for ranking
the organizations:

– Please drag the organizations in order from most preferred (top) to least preferred
(bottom).

Privacy International (to protect privacy)
Reporters Without Borders (to protect media freedom)
Freedom House (to protect democratic procedures)
National Mill Dog Rescue (to protect discarded breeding dogs)
Plastic Oceans Foundation (to protect the ocean from plastic pollution)

After asking about donations, the survey goes on to ask about petitions, first about whether the
research team should circulate each of three petitions about civil liberties and then about the ranking
of five petitions with a chance that one of them might be circulated.

– Next, we would like to ask you some questions about various petitions. Specifically, we will show
you four petitions currently active on change.org. We will ask you, for each petition, whether you
would like the research team to disseminate that petition to 10 people via advertisements on social
media. At the end of the data collection process, one respondent to this survey and one of the
questions will be selected at random, and the respondent’s decision will be implemented. It could
be you! For each petition below, please make your decision. You can read more about the petition
by clicking on the link. (Bolding in original)

The first petition demands that the government NOT force people to get vaccinated. Would you
like the research team to disseminate this petition on social media? (Hyperlink in original).

□ Yes, I want the research team to disseminate this petition on social media
□ No, I do not want the research team to disseminate this petition on social media

– Next, we will ask you to rank 5 petitions currently active on change.org, from the one you would
most like see succeed to the one that you would least like to see succeed. At the end of the
data collection process, one respondent’s answer will be selected at random. It could be yours! If
your answer to this question is selected, we will randomly choose a petition with a probability
that depends on your ranking (see below for additional details) and we will disseminate that
petition to 10 people via advertisements on social media. Notice: if you choose not to answer this
question, we will not disseminate any petition on social media. Details of procedure to determine
the probability of selecting a particular petition: you can think of ranking the petitions as assigning
them lottery tickets. The petition at the top of the ranking receives 6 lottery ticket; the petition
that is second in the ranking receives 5 lottery tickets, and so on until the last petition in the
ranking, which receives only 1 lottery ticket. If you and this question are randomly selected, we
will extract a lottery ticket at random and we will disseminate the petition that corresponds to that
lottery ticket to 10 people via advertisements on social media.

– Please drag the petitions in order from most preferred (top) to least preferred (bot-
tom).
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Petition against mandatory vaccinations (link)
Petition against curfews (link)
Petition against lockdowns (link)
Petition against research that relies on experiments on dogs (link)
Petition against farm animal cruelty (link)

A-3.3.3 Spectator setting

• Alm̊as et al. (2020) run an online experiment to ascertain the drivers of differences between redistribu-
tive preferences and inequality acceptance between the US and Scandinavia. The spectator setting in
this paper is as follows:

– Participants: In the main experiment, there are two kinds of participants: Workers and spectators.
Workers were recruited through MTurk and had to complete three tasks. They received $2 at
baseline and were also told that a third party would be informed about the tasks and allocate
additional money between them and another worker. The third party is the spectator.

– Treatments: The spectators were recruited through Norstat in Norway and Research Now in the
US. Each spectator was assigned into one of three treatments: luck, merit, and efficiency. In
each of the experiments, at baseline, $6 were assigned to one worker and $0 to another. The
reason for this allocation varied by treatment. In the luck treatment, spectators were told that
the allocation was by lottery. In the merit treatment, it was the worker’s productivity, and in the
efficiency treatment, the allocation was by lottery but there is a cost to redistribution whereby
the “lucky” worker’s earnings would be reduced by $2 for every $1 redistributed.

• Fisman et al. (2021) conduct several experiments on MTurk to estimate respondents’ distributional
preferences. Respondents are presented with two hypothetical societies that differ in income inequality.
Each society is made up of 7 individuals (including the respondent) with different incomes. In the main
experiment, the respondent’s income within the hypothetical distribution is fixed. That is, respondents
are presented with 7 bars on a bar graph to illustrate each individual’s income in the society, and “their”
income in each is the same. The respondents are then asked to choose their preferred society. One
variant of the experiment includes a spectator setting as follows:

– In this variant, the respondent’s position within the income distribution varies between the two
choices. For example, in one distribution, the respondent’s “own” income might be $150,000 and
in the other one, it might be $140,000. The respondent chooses between the two options and is
informed that, with a 10% probability, “their” income, scaled down by a factor of 10,000, would
be allocated to a randomly selected MTurk worker. For instance, if the respondent chooses a
distribution where he or she has an income of $140,000, then there is a 10% probability that a
random MTurk worker receives $14.

• Cohn et al. (2021) use an online survey experiment to determine whether and why the top 5% of
individuals in the US in terms of income hold less distributive views than the rest 95%.

– To disentangle redistributive preferences from self-interest, the authors employ a spectator ex-
periment similar to the one used by Alm̊as et al. (2020), where a spectator watches two MTurk
workers complete their task. The distribution of additional earnings of $6 among them can be
random (luck treatment), can depend on the quality of the work done (the one who performed
better got all the money, merit treatment), or a mixture of the two, which combines luck and
merit to mimic the dynamics of inequality in the real world. Then, the spectator can decide to
reallocate the money.

• Müller and Renes (2021) leverage data from the German Internet Panel to elicit different distributional
fairness ideas.

– To elicit distributional principles, the authors follow a spectator design where respondents are
asked to choose one of four different options, which allocates specified amounts of money to other
two randomly selected participants. The different options are designed in such a way that each
one of them closely mirrors a distributional principle. This setting, in which the spectator is
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impartial with respect to the outcome, prevents choices from being influenced by self-interest
considerations.

• Cappelen et al. (2022) leverage a representative sample from Norway to understand whether the prin-
ciple of personal responsibility (i.e., the idea that a person should not be held accountable for her
choices if there is no ex ante causal responsibility and if she could have avoided the choice only at an
unreasonable cost) applies to inequality acceptance.

– To measure this principle, a spectator design is implemented where spectators have to split the
earnings of two MTurk workers. In the baseline treatment, the initial division of earnings is de-
termined by randomly drawing a colored ball, while in subsequent treatments (choice treatments)
the choice of the color of the winning ball is done by MTurk workers (but they do not know
the color of the ball that is then drawn). The evidence shows that spectators were more likely
to implement a more unequal distribution in the choice treatments rather than in the baseline,
reflecting the belief that choices, even when uninformed, still create the perception of agency and
social responsibility.

• Freyer and Günther (2022) use an online representative sample of the US to assess whether people
have different distributional preferences if an individual’s wealth comes from luck or effort and if an
individual’s wealth comes from work or inheritance.

– To understand the impact of different sources of wealth on distributive preferences, the authors
use a spectator design which allows them to separate preferences from self-interest. Spectators
are presented with a pair of workers and an allocation of earnings between them, which can be
caused by a combination of luck (earnings are randomly distributed) and inheritance (additional
money could be given to one of the workers by her friend). Then, with information about the
determinants of the earnings distribution, they must decide how to reallocate earnings.

A-4 Survey Experiments
A-4.1 Priming Treatments

Methodological issues

• Lenz (2009) argues that the effects of media campaigns that are generally attributed to priming can
instead be explained by information provision and alignment with the preferred party’s view. This
highlights the thin line that separates subconsciously increasing the salience of an issue (priming)
and explicitly informing the respondent. The author highlights other additional concerns about the
robustness of results from priming experiments, which include the fact that respondents may be primed
before the experiment and that priming one concept may activate other mental representations of
another as well.

• Shanks et al. (2013) try to replicate results from psychology studies claiming that accuracy in general
knowledge questions can be improved through intelligence priming, i.e., priming intelligence-related
concepts. In the nine experiments the authors conduct, the effect is null, suggesting that the influence
of priming is small and short-lived.

• Rivers and Sherman (2018) argue that failures to replicate the results of Bargh et al. (1996) are due
to the different statistical power required by the research design: between-subjects designs (in which
subjects experience only one of the experimental conditions) require a larger sample size than within-
subject designs (which sample from the same participant under different experimental conditions).

• Alempaki et al. (2019) test replicability of priming on risk preferences through a series of experiments
on MTurk. The authors seek to investigate the impact that emotions (and in particular, fear) have on
risk preferences. For example, they ask respondents to recall a negative (or positive) experience when
gambling. The authors fail to replicate the results of Cohn et al. (2015).
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• In an email, Kahneman (2012) warns his colleagues about a “train wreck looming” due to doubts about
the robustness and replicability of priming studies. The author also proposes an experimental protocol
to ensure replicability.

• Meta-analyses of priming studies have shown that existing results may be subject to p-hacking, pub-
lication bias, and small study effects (see Gomes and McCullough (2015), Shanks et al. (2015) and
Vadillo et al. (2016))

Examples of priming treatments

On globalization

• Di Tella and Rodrik (2020) study the relationship between labor market shocks and the demand for
trade protection. They present respondents with six different scenarios for why a manufacturing plant
has closed and jobs were destroyed: technological change, a demand shift, bad management, outsourcing
to a developing country, outsourcing to a developed country, and outsourcing to a developing country
with weak labor standards. The authors find that the primes have heterogeneous effects on demand
for trade protection based on respondents’ political affiliation. For instance, priming respondents to
think about outsourcing to a country with weak labor standards as the cause of job losses increases
demand for trade protection among Clinton supporters but not among Trump supporters.

• Margalit (2012) investigates the reasons for opposition to globalization. The author finds that priming
cultural threats (by asking the respondents about the perceived changes in traditional life in the US
and whether the national anthem could be sung in languages other than English) reduces support for
globalization only among people without a college degree.

• Naoi and Kume (2011) studies the determinants of attitudes toward trade in a developed-country
context. The authors prime respondents in Japan to think about trade either from a worker or consumer
perspective. Respondents in the worker priming treatment are shown photographs representing major
sectors of the economy (an office, a factory, and a rice field to represent the service, agricultural,
and manufacturing sectors respectively). Respondents in the consumer priming treatment were shown
photographs representing major areas of consumer goods (a supermarket, an electronics store, and
a clothing store). Consumer priming does not change attitudes toward food imports, while worker
priming reduces support for them, especially among those who are worried about their own job.

• Stantcheva (2022) studies people’s understanding of trade in the US. She primes respondents to think
about the effect of trade on prices and their job by asking questions that make either their identity as
a consumer or as a worker salient. Priming individuals about their benefits from trade as consumers
does not increase their support for free trade while priming them about the possible negative impact
of trade on their job significantly reduces support for free trade.

On risk preferences

• Cohn et al. (2015) investigate counter-cyclical risk aversion. They prime financial professionals by
showing them an unspecified “boom” or a “bust” chart and find that professionals who are shown the
bust scenario make significantly less risky investment decisions in the subsequent questions.

On social norms

• Cohn et al. (2014) study dishonesty and business culture in the banking industry. They prime bank
employees with their professional identity by asking them questions about their work. When their
identity as a banker is made salient, respondents are more likely to cheat in a subsequent unsupervised
coin toss game with a payoff of $20.

• Berlinski et al. (2021) conduct an online survey experiment to understand the effect of claims of voter
fraud on confidence in elections. To do so, treated individuals are presented with images of different
tweets (for instance, tweets from Donald Trump) regarding the 2018 midterm election: i) four tweets
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alleging voter fraud, ii) eight tweets alleging voter fraud iii) four tweets alleging voter fraud along
with four fact-check tweets. They show that alleging voter fraud significantly undermines confidence
in elections but not in the concept of democracy. The effect is concentrated among Republicans and
Trump supporters, for whom fact-checks do not restore the damage to the credibility of elections done
by these claims.

On preferences

• Kuziemko et al. (2015) investigate people’s preferences on redistributive policies. In a follow-up survey
to the main experiment, they develop primes about government trust by asking respondents about
aspects of the government they disliked, for example regarding the “Wall Street bailout” in 2008 or
the influence of money in political campaigns. This priming allows the author to isolate the effect of
trust in government without affecting respondents’ concern about inequality or poverty. The priming
treatment reduces support for all poverty-alleviation policies except the minimum wage.

On prosociality

• Fanghella et al. (2021) investigate the impact of differently projected information on prosocial behavior
and expectations about economic and environmental outcomes. They prime respondents in the UK
about the positive and negative consequences of the Covid-19 pandemic when the first lockdown was
introduced by making them read a paragraph about it. Primes affect the expectations of respondents
about economic and environmental outcomes, but do not affect their prosociality in a dictator game.

On immigration and race

• Brader et al. (2008) investigate the reasons for opposition to immigration. Using a sample of white
males from the US, the authors prime the racial identity of immigrants by presenting respondents with
a mock NYT article about an immigrant who can either be Latino or European, with either a positive
or negative framing. Opposition to immigration increases more in the case of negative framing with a
picture of a Latino immigrant than negative framing with a picture of a European one; in the case of
positive framing, support for immigration increases more in the European case.

• D’Acunto et al. (2021) study whether changing the salience of diversity of the FOMC affects how
people process information coming from the Fed. Their experiment has six treatment arms, including
treatments such as priming perceptions on diversity by showing pictures in which members’ race and
gender are clear. They find that underrepresented groups such as women and Black people tend to form
unemployment expectations more in line with the FOMC when primed about the FOMC’s diversity,
while white males are not affected.

• McCabe et al. (2021) run a nationally representative survey to investigate how priming the legal
status of Latino immigrants affects perceptions of this group. One group of respondents is first shown
questions about Latino immigrants with the legal modifiers “(un)documented” and “(il)legal” before
being asked questions about Latino immigrants generally. In this way, they are primed about the legal
status of immigrants. The other group of respondents is first asked questions about Latino immigrants
without the legal modifiers and then with the modifiers. The authors find that priming with legal
modifiers worsens perceptions about Latino immigrants as a whole.

• Merolla et al. (2013) use a representative US sample to explore the role of priming different definitions
of undocumented migrants (illegal, unauthorized, undocumented) and framing of immigration policies
(legalization, DREAM Act, citizenship rights for children of undocumented immigrants) on the support
for these policies. Treatment and control groups are shown different questions where the definition of
undocumented migrants changes. Overall, the effect of priming different dimensions of documentation
status is not significant.

A-4.2 Information and pedagogical treatments

Examples of information and pedagogical treatments

On immigration
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• Alesina et al. (2022) use survey experiments in six countries (Germany, France, Italy, Sweden, the UK,
and the US) to investigate misperceptions about immigrants and their relationship with preferences
for redistribution. Respondents are first asked about their perceptions of the origins and shares of
immigration. In two treatment arms, the authors provide information on the actual shares and origins
of immigrants using animations. In a third treatment arm, they use a narrative treatment, showing a
day in the life of a hard-working immigrant. While information about the true share of immigrants and
their origin does not change support for redistribution, an anecdote about a hard-working immigrant
has stronger effects. This treatment is presented in Figure A-6.

Figure A-6: Description of a day in the life of a hard-working immigrant
from Alesina et al. (2022)

• Grigorieff et al. (2020) investigate whether information changes attitudes toward immigrants. The
authors conduct a survey experiment in the US in which they randomly provide participants with
official statistics on immigrants (total share, undocumented share, unemployment rate, incarceration
rate, and share that does not speak English). They find that information provision improves beliefs
and attitudes of participants toward immigrants but does not significantly affect policy preferences.

On inflation

• Armantier et al. (2016) conduct a survey experiment in the US in which they randomly provide infor-
mation about past or future inflation. The authors find that respondents update their beliefs about
inflation consistently with Bayesian updating (i.e., the distribution of expected inflation converges
towards its center), with some heterogeneity by gender.

• Cavallo et al. (2016) investigate how individuals learn when information may be biased. Critical to
the analysis is that during the period of investigation, the Argentinian government was systematically
underreporting official inflation statistics. In their survey, the authors randomly vary the level of
inflation and the source (either official or unofficial) when they provide information on inflation to
respondents. These treatments highlight the role not just of information itself, but also of its source.
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The authors find that information provision affects inflation expectations and perceptions, but also
that individuals are able to de-bias official statistics.

• Cavallo et al. (2017) investigate information frictions in household inflation expectations by conducting
a survey experiment using representative samples in the US and Argentina. Respondents are provided
with information about inflation either through official statistics or through supermarket prices. The
authors find that the mode through which information is provided matters: individuals are more
influenced by information that is less costly to acquire (i.e., supermarket prices). Individuals in the
US, which is considered a low inflation country, display higher learning rates, consistently with rational
inattention models.

• Coibion et al. (2021) use a survey of firms in New Zealand and provide information about others’ first-
level and higher-level beliefs about inflation. Firms adjust their inflation expectations when provided
with information, and the effect is stronger when they receive information about other firms’ high-level
beliefs.

• Coibion et al. (2020) leverage an information provision experiment embedded in a firms’ survey ad-
ministered by the Bank of Italy in which a random set of firms is informed about inflation in recent
periods. The authors then use inflation expectations expressed after the treatment as an instrumental
variable for subsequent economic behavior. Treated firms with higher inflation expectations increase
their prices and demand for credit and reduce capital and employment. When policy rates are at the
lower bound demand effects are stronger and, while still increasing prices, firms with higher inflation
expectations no longer decrease employment.

• Coibion et al. (2022) conduct a survey experiment in the US in which respondents are provided different
types of information about inflation to understand their different impacts on inflation expectations. The
information includes quantitative information (for instance the actual CPI inflation rate, the inflation
target of the Fed) and qualitative information (for instance, the most recent FOMC statement and its
coverage in USA Today). They find that reading the FOMC statement has the same effect on inflation
expectations as being told the inflation target, while simply reading news about the FOMC meeting
yields a revision that is half of the size.

• Roth and Wohlfart (2020) conduct a survey experiment in the US in which respondents are randomly
provided professional forecasts about the likelihood of a recession to see if information provision affects
individual expectations. Respondents are provided with forecasts from different sources (one that
places the risk of entering a recession at 35% and another one that places it at 5%) and are then
shown a figure contrasting their prior estimation with the information they have received. The authors
find that individuals extrapolate information and adjust their expectations to their personal economic
situation.

On health

• Alsan and Eichmeyer (2021) investigate the effectiveness of encouragement to vaccinate against the
flu within a sample of men aged 25-51 in the US without a college degree. Respondents are randomly
shown videos from both experts and laypeople. The authors find that non-expert senders are more
effective, especially among those least willing to vaccinate.

• Carey et al. (2022) conduct a repeated online experiment in the US, Great Britain, and Canada to
investigate the impact of fact-checking Covid-19 information on misperceptions about the pandemic.
Treated individuals are shown fact-checks on specific issues such as the origin of the coronavirus (to
debunk the view that it was created by the Chinese government as a bioweapon) or the ineffectiveness of
hydroxychloroquine in curing infections. The evidence shows that these fact-checks reduce the targeted
misperceptions, but do not persist over time even after repeated exposures.

On housing
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• Armona et al. (2019) conduct a survey on home price expectations to investigate the formation and
behavioral impact of expectations. First, respondents are asked about their perceptions about housing
prices in the past one and five years, as well as their expectations for future housing prices in one or five
years. Then, respondents are randomly allocated into one of two information treatments or the control
group. The treatment groups receive information about the actual housing price change over the prior
year or prior five years, while the control group receives no information. They find that treatment leads
to directional extrapolation (i.e., over/underestimation in the first step leads to an upward/downward
extrapolation in the second), that respondents do not expect reversion towards the mean (that is, that
housing prices will eventually return to their average level) of housing price growth (which is instead
empirically documented) and finally that these expectations impact subsequent decisions made in a
portfolio choice task within the survey.

• Coibion et al. (2020) provide 25,000 US individuals information about past, current, and/or future
interest rates for housing to investigate whether information provision affects expectations. They find
that information about current and future policy rates and interest rates moves both the interest rate
and inflation expectations by about the same amount. Information about the mortgage rates has the
greatest impact on real interest rate expectations.

• Fuster et al. (2022) conduct a survey experiment within the Survey of Consumer Expectations to
understand differences in preferred sources of information. Respondents are incentivized to give correct
forecasts about house prices and can also decide to buy information in the form of either official statistics
or experts’ forecasts, which allows the authors to estimate willingness to pay for information. The
authors document that individuals disagree on which information to buy, but consistently incorporate
the acquired information in their predictions.

On labor

• Arntz et al. (2022) use a sample from an online survey in Germany and US to understand employment
concerns related to automation. Treated individuals receive information about the effect of automation
in two different framings: either respondents are informed that automation has a net zero effect on
employment, or they are informed that the impact of automation on employment depends on employees’
educational background. Information reduces automation angst, but effects vary on the basis of prior
beliefs about the future of work. Moreover, the effect is not the same for all dimensions of automation
(e.g., different across economy-wide implications, individual implications, and policy preferences).

• Bottan and Perez-Truglia (2022) conduct a survey experiment with 1100 medical students participat-
ing in the National Residency Match Program (US) to investigate the importance of relative income
position and consumption in making life decisions. They provide statistics on the cost of living and
earnings ranking of the cities which then students are asked to rank. By randomizing the value of
the relative income position given for each city choice, the authors estimate the importance of relative
(to others) consumption in program choice. A 1 percentage point increase in relative consumption
increases the probability that the city (and the program) is chosen by 0.185 percentage points.

• Bursztyn et al. (2020) use an experimental sample in Riyadh and a national sample in all of Saudi
Arabia to study the effect of beliefs about others’ support of female labor force participation (FLFP)
on respondents’ own support of FLFP. The authors show that, when respondents are made aware that
other men support women working outside the home more than they previously thought, they increase
their support in helping their wives find jobs. This support is lasting, as shown in a follow-up survey,
in which partners of treated individuals are more likely to have entered the job market.

• Cullen and Perez-Truglia (2022) survey a sample of 2,060 employees at a large firm in Southeast
Asia to evaluate the extent to which employees are aware of pay differences between themselves and
their bosses. Respondents are first asked an incentivized question about how much they think their
managers and peers earn and then asked a real-stakes question that elicits their willingness to pay for
this information. Next, respondents are randomly assigned to receiving salary information about a
sample of five of their managers or peers. Regardless of treatment status, respondents are then able
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to revise their beliefs. The authors use this experiment to see whether employees share information
with each other about salary and whether exogenous shocks to salary perceptions affect motivation
or effort. They document large misperceptions about the salaries of both managers and peers. When
workers find out that managers earn more than they expected, they increase their effort. On the other
hand, workers decrease their effort if they find out that their peers make more than they expected.

• Korlyakova (2021) studies whether receiving information about ethnic discrimination in the Czech labor
market from different sources (laypeople, HR managers, researchers) leads to different belief updating.
She finds that individuals update their beliefs more when receiving information from experts, and tend
to prefer these sources to the other ones.

• Roth et al. (2022b) conduct a survey experiment in the US in which participants are randomly shown
a bar chart that compares their risk of unemployment during a recession with individuals similar to
themselves. This information generally increases the concern about becoming unemployed in the next
recession and increases the demand for expert forecasts on the likelihood of a recession.

On political participation, political economy, and voting

• Bursztyn et al. (2020) run an online survey experiment in which they randomly inform respondents that
Donald Trump was 100% likely to win in the 2016 presidential election in Alabama, Arkansas, Idaho,
Nebraska, Oklahoma, Mississippi, West Virginia, and Wyoming. Without the information about the
odds, individuals are less likely to make an indirect donation to an anti-immigration organization when
their responses are not anonymous. Treated individuals do not display this wedge between private and
public behavior.

• Bursztyn et al. (2020) use an online survey of Republicans and Independents in the US to study the use
of excuses to justify socially stigmatized behavior. A random sample of the respondents is shown the
results of a study that finds higher crime rates of immigrants compared to Arizonians. Respondents are
then informed whether or not others can see if they received this information. Subjects who thought
they were being observed increased donations to an anti-immigration organization. Moreover, in a
second experiment, respondents are informed that a previous user who has read the study has made
such a donation; respondents tend to find the previous user less intolerant and more persuadable.

• Hermle and Roth (2019) leverage a survey sent to party members before the general election in a
western European country to assess whether knowing about others’ intentions of canvassing increases
or decreases the respondent’s own intention. Treated respondents are informed about others’ intentions
of canvassing. The authors find that individuals who are informed about a high level of participation
are less likely to participate, consistent with the interpretation of effort choices made by the individual
and made by others as strategic substitutes (i.e., that when some put in more effort into a public good,
others reduce their own effort – they freeride).

• Hager et al. (2021) use the same setting as Hermle and Roth (2019), but focus on the role of party-
competition as a mediating factor. The authors find that receiving information about others’ intentions
of canvassing reduces beliefs of self-efficacy when party competition is higher, which leads to non-
participation.

• Nyhan et al. (2022) conduct an online survey experiment to understand the extent to which exposure
to information changes beliefs about climate change and support for government action. Treated
individuals are shown either scientific coverage on the climate crisis or opinion coverage that is skeptical
about the scientific consensus. The authors find that exposure to information increases accuracy about
climate change beliefs and support for government action, but that these effects diminish over time
and are eroded by exposure to a skeptical opinion.

• Hvidberg et al. (2021) use survey data matched to administrative data to document people’s misper-
ceptions about their position in the income distribution and how study updating these misperceptions
affects attitudes towards inequality. The authors explain what percentiles of the income distribution
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are and then ask them in which percentile they think they are with respect to different reference groups.
The authors consider both large reference groups (cohort, gender, municipality, education level, and
sector of work) and small reference groups (schoolmates, co-workers, and neighbors) that could influ-
ence a respondent’s perception of fairness. In the treatment, respondents are first asked about their
perception of their position within the given reference group and then provided with information about
their actual position (see Figure 5). Next, they are asked questions about the perceived unfairness of
income inequality for each of these reference groups. The treatment increases the perception of un-
fairness across all reference groups and the effect is larger for those who initially overestimated their
percentile.

On taxation

• Doerrenberg and Peichl (2022) conduct a randomized survey experiment on tax morale (i.e., intrinsic
and non-pecuniary motives driving tax compliance) to understand how information can affect it. They
have two treatments: a social norm treatment and a reciprocity treatment. In the social norm treat-
ment, respondents are informed about the tax compliance gap – that about 10% of taxes worldwide
are being evaded. In the reciprocity treatment, respondents are informed about how much education
expenditures could increase with the missing tax revenue. Relative to the control group, which just
receives a short opener saying that tax evasion is often discussed in the media, respondents have lower
and higher tax morale in the social norm and reciprocity treatments, respectively.

• Kuziemko et al. (2015) conduct a survey experiment in the US in which they randomly provide par-
ticipants with official statistics on income inequality in the US, the link between top income tax rate
and economic growth, and the estate tax. The authors find that information provision changes views
and concerns about inequality but does not affect policy preferences much, with the exception of the
estate tax.

In one of the treatment variations, respondents are provided information on the number of Americans
living in poverty, including the number of American children and number of disabled Americans in
poverty. This information is accompanied by pictures of low-income families (see Figure A-7). Then,
respondents are asked to estimate the monthly budget of a low-income family. This budget is then
compared with the estimated poverty line, and respondents are informed whether the budget is above or
below the line. This type of treatment, which combines tailored information with a perspective-taking
exercise, has a strong and significant positive effect on support for an estate tax.

In a different treatment variation, respondents are provided information about the estate tax. In
this case, both the treatment group and the control group receive information about the estate tax.
However, the treatment group also receives a picture of a mansion that emotionally primes them about
the lifestyles of the rich, as discussed in Section 6.2 (see Panels (A) and (B) of Figure A-8 for the
information provided to the control group and the treatment group, respectively). The authors do not
find that the emotional prime has an effect on inequality views.
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Figure A-7: Customized poverty information from Kuziemko et al. (2015)

Figure A-8: Information Provision with and without Emotional Priming from Kuziemko et al.
(2015)

(a) Information Provision with Priming (b) Neutral Information Provision

A-27



A-4.3 Factorial experiments: vignette and conjoint designs

Methodological papers

• Sauer et al. (2020) conduct experiments in which they investigate the effects of presentation style,
answering scales, and order of vignettes on experimental results. They find no difference in results
when vignettes were presented as texts or tables. Furthermore, they find that compared to rating
scales open scales lead to more measurement problems and that variation of vignette order does not
substantially affect results. Rating scales are scales with a discrete, ordered number of options, for
example from -5 to 5. Open scales, on the other hand, allow respondents to assign a number to how
they perceive a certain aspect. They are often used in multi-part questions. For example, in this case,
respondents are presented a vignette on earnings first asked whether they think the earnings are just
or unjust, then whether the earnings are too high or too low, and lastly are asked to assign a number
to the amount of injustice they perceive.

• Jasso (2006) provides guidance on how to conduct factorial survey analysis. Specifically, the author pro-
poses a framework that differentiates between individuals’ normative and positive beliefs and presents
guidelines on how to generate and collect vignette data.

• Sauer et al. (2014) study respondents’ comments about a vignette question bout the fairness of earnings
asked in the 2008 German Socio-Economic Panel (SOEP). Overall, older and less-educated respondents
found the question difficult to comprehend and many respondents thought that some profiles were
unrealistic.

On econometric analysis of conjoint experiments

• Hainmueller et al. (2014) formalize conjoint analysis within the potential outcomes framework. As-
suming i) stability across choice tasks, ii) that randomization in one task does not affect respondents’
choice in the others, iii) randomization of the order of vignettes presented, and iv) no order effects, one
can unbiasedly estimate the Average Marginal Component Effect (AMCE). This measure represents
the direct causal effect of a single attribute on the outcome of interest while averaging the distribution
of the other features.

• Bansak et al. (2022) highlight the central importance of the ACME in conjoint analysis through its
formal and conceptual underpinnings. The authors particularly focus on voting behavior and show
that the AMCE represents an aggregation of individual-level preferences that combines their direction
and intensity and that this holds true for other common estimands such as the Average Treatment
Effect (ATE).

• de la Cuesta et al. (2022) study how the choice of profile distribution affects the conclusions of conjoint
analysis. Simply assuming a uniform distribution, which is likely to be different from what happens in
the real world, hinders external validity. To correct for this, they introduce the concept of population
AMCE (pAMCE), which accounts for the relative frequency of each profile in the target population.
The latter can be chosen on the basis of real-world data or it can be a theoretically derived counter-
factual.

• Leeper et al. (2020) focus on the practice of computing differences in AMCE to perform subgroup
analysis, that is, looking at AMCE for the same feature across groups and using that difference as an
estimate of the between-group difference in preference for that feature. The authors show that since
AMCE is conditional on a reference category, this difference can yield misleading results when the
reference category is different across groups. Hence, they suggest using the difference in conditional
marginal means to report the analysis descriptively and include interaction terms between subgroup
covariates and all features level to formally test for subgroup differences.

A-28



Examples of factorial experiments

On labor market and discrimination

• Folke and Rickne (2022) investigate the impact of sexual harassment in the labor market. They run
a survey experiment in which respondents choose from hypothetical job offers that vary in wages and
work conditions. In this design, the authors incorporate a forced-choice paired vignette design that
presents respondents with one of four different kinds of vignettes: one where most people are content
in the job, one without any particular information, one with some employees having a conflict with the
manager, and one with a sexual harassment scenario. Vignettes are a particularly useful instrument
here because unlike information on pay that would be included in a contract, information on harassment
would likely be transmitted via rumors or anecdotes. Furthermore, through the vignette design, the
authors can include different types of sexual harassment and the authors are able to avoid using the
term “sexual harassment,” instead leaving the interpretation of scenarios to the respondent. They find
that when respondents see a vignette in which someone of their sex experiences sexual harassment,
they are willing to accept a 17% pay decrease to avoid this job, but when the vignette shows someone
of the opposite sex experiencing such harassment, this willingness to pay is only 6%.

• Teele et al. (2018) investigate the forms of bias that could limit women’s representation in politics.
They run surveys on three samples in the US (one nationally representative, two of public officials) and
conduct paired-conjoint analysis in which respondents compare two candidates that vary in gender,
political experience, occupation, number of children, and age. Rather than outright hostility or double
standards, the evidence suggests a double bind: characteristics that usually impede a career in politics,
such as having a large family, are seen as more important for women than for men.

On taxation

• Gross et al. (2017) exploit a vignette design to determine the drivers of attitudes toward inheritance
taxes using a German sample. In the survey, the authors present respondents with situations in which
the gender of the heir, the type of inheritance, the relationship of the heir with the testator, and the
income of the heir can vary. Then, respondents are asked their preferred wealth tax rate. They find
that desired tax rates are higher when the bequest is large and when the income level of the heir is
high. On the other hand, the desired tax rate decreases when the heir had a close relationship with
the testator.

• Fisman et al. (2020) use a vignette design in which profiles differ on their income, wealth, and source
of wealth to jointly estimate the preferred tax rates for income and wealth in the US. They find that
respondents prefer a roughly linear tax on income (around 13-15%), while the preferred tax rate on
wealth differs depending on its source: if it comes from savings, then the desired level is 0.8% whereas
for wealth coming from inheritance this figure increases to 3%.

• Saez and Stantcheva (2016) complement their theoretical findings for optimal tax theory with an online
survey of US respondents that tests people’s utilitarian and libertarian preferences. In the survey,
respondents are asked to allocate a tax break between two different families that differ in their pre-tax
and post-tax income, among other kinds of questions. They show that both pre-tax and post-tax are
important predictors of the allocation of the tax break.

On macro-finance

• Andre et al. (2022) use a representative sample of the US and a sample of experts to investigate
different subjective models of the economy. The authors use vignettes that describe hypothetical
future shocks to oil supply, government spending, monetary policy, and income taxes. These shocks
can either be increases or decreases in these variables. The authors find that households and experts
focus on different channels when making predictions about unemployment and inflation: experts focus
on standard textbook channels whereas households tend to recall channels they were exposed to in the
past.
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• Christelis et al. (2019) use a representative sample of Dutch households to study the consumption
response to income shocks (i.e., the marginal propensity to consume (MPC). By presenting respondents
with shocks of different sizes and directions, they find that households’ MPCs are larger for negative
shocks, for poorer households, and that it increases with age.

• Fuster and Zafar (2021) estimate the sensitivity of willingness to pay for a house to changes in financing
conditions using an online survey. In particular, they present respondents with different mortgage
rates, downpayment sizes, and an exogenous shock to non-housing wealth. They find that sensitivity
to downpayment size and non-housing wealth is high, especially for credit-constrained households,
while changing the mortgage rate has a more moderate effect on the willingness to pay.

• Fuster et al. (2020) study features of marginal propensities to consume in order to better inform
consumption theories. They use a survey to create hypothetical scenarios of income shocks. These
shocks can vary in size ($500 to $2,500 to $5,000), direction (loss vs. gain), and whether there was news
about the shock. The authors also include one treatment condition on an unexpected, interest-free
loan opportunity. They find evidence of loss aversion, that households’ responses to gains are very
heterogeneous, and that responses to losses are greater than responses to gains. Moreover, news about
gains do not have behavioral responses, households do not respond to the one-year interest-free loan,
and news about future income losses leads people to reduce their spending.

On returns to education

• Wiswall and Zafar (2021) study how students perceive returns to human capital. They elicit beliefs
of high-ability college students on future returns (future earnings, employment, marriage prospects,
fertility) of their degree major choice by asking them to allocate a probability to each specific event
(such as marrying, future earnings, and fertility) at different points in time in the future (i.e., at 23
years of age, at 30 years of age and at 45). They find that students sort into majors on the basis
of these perceived returns and that students see their choice of major as related not only to future
earnings but also to marriage and the number of children.

• Boneva and Rauh (2019) study why students from low socio-economic backgrounds are less likely to
go to university by eliciting pecuniary and non-pecuniary motives that may drive students’ enrollment
decisions. They present scenarios with differing grades and future labor market outcomes and find that
students with low socio-economic backgrounds perceive both the pecuniary and non-pecuniary returns
to education to be significantly lower.

• Kiessling (2021) uses different hypothetical scenarios with varying parenting styles and neighborhood
qualities to understand how parents perceive the interaction between the environment and their par-
enting. The author finds that parents perceive large returns to parental warmth and neighborhood
quality.

• Attanasio et al. (2020) elicit beliefs of parents in the UK on the returns to different types of investments
in school children by presenting them with different hypothetical scenarios that vary in time investment,
cost, and school quality. They find that parents perceive the returns of higher investments in time or
money to be more important than school quality.

• Wiswall and Zafar (2018) elicit beliefs on expected attributes of jobs/workplace by presenting different
hypothetical scenarios that vary in flexibility, probability of dismissal, and future earnings to study
how these attributes affect pre-labor-market human capital decisions, They find that women prefer
flexibility and stability and men prefer higher earnings growth.

On policy support

• Bansak et al. (2021) use a sample of respondents from five European countries to understand the
drivers of support for austerity. The authors use a paired conjoint design in Italy and Spain in which
respondents compare two different austerity packages that differ in terms of tax hikes and spending
cuts. They find that support heavily depends on the identity of political backers of the package and
on the precise composition of spending cuts and tax hikes.
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• Bechtel and Scheve (2013) use nationally representative samples from France, Germany, the UK, and
the US to understand what drives support for climate agreements. They use a forced-choice paired
conjoint analysis that asks respondents to choose between two climate agreements that vary in costs and
distribution, participation, and enforcement. The authors find that people prefer climate agreements
that cost less, have a fair cost distribution, involve more countries, and include small sanctions for
non-compliant countries.

• Christensen and Rapeli (2021) leverage a sample of voting-age Finnish citizens to document the drivers
of differences in preferences on how long a given public policy takes to produce tangible results. Using
a paired conjoint design, they present respondents with policies that can differ on time horizon, policy
topic, level of decision-making, costs, benefits, certainty, and support from politicians and experts.
They find that people do have a preference for more immediate policies, but not a strong one. They
further find that willingness to wait for results is driven by education levels (more educated people are
more willing to wait for policies’ impact) rather than political trust.

• Hanksinson (2018) uses a national sample in the US to see what features of new buildings drive support
for the Not In My Backyard (NIMBY) movement. They further investigate differences in NIMBY
attitudes between homeowners and renters. By using a forced-choice paired conjoint design in which
respondents are asked to evaluate two buildings that differ in size, purpose, distance from residence,
and share available as affordable housing, they find that renters in high-rent cities display NIMBYism
to the same degree as homeowners when new buildings are available at market rate because they fear
upward pressure on rents.

• Gallego and Marx (2017) use a nationally representative sample from Spain to understand which
dimensions (for example, how much a program costs) affect support for labor market policies. The
authors use a forced-choice paired conjoint analysis that compares two labor market policies differing
in cost, purpose, source of funding, training, and target population. They find that respondents prefer
policies that support the poor and policies that are funded at the expense of unpopular policies.

On immigration

• Bansak et al. (2016) leverage a representative sample for 15 European countries and use a paired
conjoint design to understand which features of refugees drive differences in attitudes towards asylum
seekers. Respondents tend to favor Christian refugees, those who have fled from physical distress rather
than economic hardship, and those who are more likely to contribute to the economy.

• Wright et al. (2016) leverage two national surveys in the US to investigate what drives the differences
in attitudes toward legal and illegal immigrants. Using a forced-choice paired conjoint design, the
authors present respondents with two profiles differing in their legal status, education, family structure,
employment history, origin, religion, language level, and work. The authors find that the key driver is
the illegal status rather than personal attributes such as age, education, or marital status.

On health and ethics

• Ambuehl et al. (2015) use an online sample from MTurk to investigate perspectives on transactions
such as paid kidney donations and prostitution from an economic and ethical point of view. Ethicists
may think that such monetary incentivization damages the judgment of a person whereas economists
may think that it is best for people to have as many choices as possible and to compensate such
transactions highly. To separate respondents into these two categories, the authors present them with
hypothetical clinical trials that differ only in the compensation offered to participants. They find that
“economists” would rate a payment of $10,000 as more ethical than a payment of $1,000 whereas the
opposite holds true for the “ethicists.”

• Ambuehl and Ockenfels (2017) use a vignette design to understand why individuals may find monetary
incentives to participate in complex transactions (such as human egg donations) unethical. They
present respondents with profiles of participants in these transactions that can differ in cognitive
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ability, level of education, and financial situation. They find that respondents are more opposed to
increasing the incentive for such transactions (i.e., paying more for an egg) when the donor is low
ability than when the donor is in financial distress.

On social norms

• Fong and Luttmer (2011) use a factorial design to understand which features drive donations to charities
supporting the poor in the US. By changing the racial composition and perceived worthiness of the
recipients through different photos and audio presentations, the authors find that donations increase
when recipients are presented as worthy. Moreover, presenting recipients as worthy and showing a
picture of Black individuals leads to higher donations from Black individuals than from non-Black
ones.

• Fong and Luttmer (2009) use a factorial design in which respondents are presented with different profiles
of victims of Hurricane Katrina. By changing race, income, and worthiness in an audio presentation of
victims, the respondents are asked to split $100 between themselves and the victims, as described in
A-3.3. On average, race and worthiness do not change generosity, but people do tend to donate more
in disadvantaged economic areas. Moreover, race becomes important when respondents have a high or
low degree of in-group loyalty: those that feel closer to their race tend to donate more to victims of
the same race, while those who feel less close to their race donate less to victims of the same race.

On politics

• Carey et al. (2021) conduct an online survey experiment to understand whether electoral inversion (i.e.,
when a candidate or party wins an election despite losing the popular vote) decreases the perceived
legitimacy of the winner. To do so, they run two experiments with different scenarios for the 2020 US
Presidential election. In the first experiment, they employ a factorial design in which the Electoral
College vote remains constant but the margin of victory and the winning party vary. In the second
experiment, they also vary the margin of victory and randomly reminded half of the respondents that
the 2016 election was an electoral inversion. The results suggest that electoral inversion decreases the
legitimacy of the candidate regardless of the popular vote margin and that this effect is mostly driven
by Democrats.

• Hainmueller et al. (2015) use an online sample of Swiss citizens representative of the Swiss population
of voting age to see how well conjoint analysis can predict subsequent political choices. The authors
use different designs, reported below in Appendix Figure A-9 to present respondents with profiles of
foreign residents that differ in age, gender, education, origin, language skills, and integration status.
Respondents are then asked to decide whether or not to give each profile the right of citizenship.
Results from this experiment are then compared to results of a natural experiment, in which Swiss
municipalities decided to use referendums to decide on citizenship applications. The authors find that
all designs match the real-world data and that the paired conjoint design, described in Section 6.4, is
the best performing one.
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Figure A-9: Vignette and Conjoint Designs from Hainmueller et al. (2015)

(a) Single Vignette

Please take a thorough look at the applicant’s profile and then make your
decision.

Applicant 1 from Turkey is 30 years old and has lived in Switzerland since
birth. He has completed an apprenticeship. The applicant speaks good
German with an accent and is assimilated in Switzerland.

Do you want Applicant 1 to be granted Swiss citizenship?

□Yes □ No

(b) Paired Vignette

Please take a thorough look at the profiles of the two applicants and then make your decision.

Applicant 1 from the former Yugoslavia is 30 years old and has lived in Switzerland for 29 years. He
graduated from university. The applicant speaks Swiss German without an accent and can hardly be
distinguished from a Swiss.

Applicant 2 from Austria is 30 years old and has lived in Switzerland for 29 years. He has completed an
apprenticeship. The applicant speaks Swiss German without an accent and can hardly be distinguished
from a Swiss.

Do you want the applicants to be granted Swiss citizenship?

Yes No

Applicant 1 □ □
Applicant 2 □ □

(c) Single Conjoint

Please take a thorough look at the applicant’s profile and then make your
decision.

Applicant 1

Sex Female
Country of Origin Italy
Age 55 years
In Switzerland since Birth
Educational Status Mandatory schooling
Language Proficiency Speaks Swiss accent-free
Integration Status Hardly different from a Swiss

Do you want Applicant 1 to be granted Swiss citizenship?

□Yes □ No

(d) Paired Conjoint

Please take a thorough look at the two applicant profiles and then make your decision.

Applicant 1 Applicant 2

Sex Female Male
Country of Origin the Netherlands Bosnia and Herzegovina
Age 55 years 55 years
In Switzerland since Birth 14 years
Educational Status Mandatory schooling Mandatory schooling
Language Proficiency Speaks German fluently without accent Speaks accent-free Swiss German
Integration Status Hardly different from a Swiss Is integrated into Switzerland

Do you want the applicants to be granted Swiss citizenship?

Yes No

Applicant 1 □ □
Applicant 2 □ □

(e) Paired Conjoint with Forced Choice

Please take a thorough look and then make your decision.

Which of the two applicants do you prefer for the granting of Swiss citizenship?
Applicant 1 Applicant 2

Sex Male Male
Country of Origin the Netherlands Italy
Age 30 years 41 years
In Switzerland since 20 years Birth
Educational Status Mandatory schooling Mandatory schooling
Language Proficiency Speaks good German with an accent Can communicate well in German
Integration Status Highly familiar with Swiss traditions Highly familiar with Swiss traditions

□ □
Note: This figure shows translated vignette and conjoint designs from Hainmueller et al. (2015), in which respondents are asked to choose applicants for obtaining Swiss citizenship in several different
formats. Attribute order is fixed in all examples. In the single vignette (Panel (A)) and single conjoint (Panel (C)), respondents have to select “yes” or “no” for the applicant. The same applies to
the paired variation (Panels (B) and (D) for vignette and conjoint, respectively), but have to select “yes” or “no” for each of the two applicants. In Panel (E), respondents have to choose between one
of the two applicants.
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A-5 Libraries of Questions

• The General Social Survey: http://www.gss.norc.org/

• The World Value Survey: https://www.worldvaluessurvey.org/wvs.jsp

• The National Election Survey: https://electionstudies.org

• Gallup Analytics: https://www.gallup.com/analytics/213617/gallup-analytics.aspx

• Roper Center for Public Opinion Research: https://ropercenter.cornell.edu

• Pew Research Center: https://www.pewresearch.org/question-search/

• The Inter-University Consortium for Political and Social Research (ICPSR) is a great resource
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